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PREFACE

This second edition of Evaluation Theory, Models, and Applications builds on the original

volume (Stufflebeam & Shinkfield, 2007) by presenting its core material and infusing new

content from recent developments in evaluation. The book is grounded inmy long involvement

in helping develop the evaluation profession and also reflects the contributions of my new

coauthor, Dr. Chris L. S. Coryn. It is intended for use as a textbook for graduate-level courses

in program evaluation and as a tool for evaluators and administrators and other clients and

users of evaluation.

In developing this edition, Dr. Coryn and I received and addressed constructive feedback

from reviewers—especially those commissioned by Jossey-Bass—of both the original volume

and this second edition’s first draft. The reviewers asked for information on the perspective

from which this edition was prepared, including its boundaries as well as its reach. They also

stressed that this book would provide a valuable service by drawing out and sharing lessons

from our rich array of involvements in evaluation.

Dr. Coryn and I do not claim, for this volume, all-encompassing scope and equitable

balance in covering the full reach of evaluation’s approaches, developments in all countries,

and applications in the full range of disciplines. Actually, no one could do that for any textbook.

Instead, we have written about what we have experienced as important and useful in evaluation

work, based on our many and varied evaluation involvements and on those of leaders in the

evaluation field. We hope readers will find that this book provides one significant and useful

set of insights into the complex sphere of program evaluation.

We have designed this volume to offer a broad, experience-based perspective on the eval-

uation field’s background, its theories and standards, its alternative approaches to evaluation,

the extensive assortment of qualitative and quantitative procedures and management steps

required to carry out sound evaluations, metaevaluations, and processes for institutionalizing

and mainstreaming systematic evaluation. Given its breadth and depth of coverage, we see the

book as appropriate for supporting at least two graduate-level courses on evaluation theory

and practice.

The book’s discussed historical period is approximately 1930 to 2014. Within that time

frame, my (first author) perspective reflects my establishment of the internationally known

Evaluation Center, directing it at The Ohio State University from 1963 to 1973, and continuing

to direct it at WesternMichigan University from 1973 to 2002. Based on a variety of evaluation

experiences, I developed the CIPP model, which lays out a comprehensive approach to

assessing a program’s context, inputs, processes, and products. Although the CIPP model

is the major approach advocated and explained throughout this book, several other leading
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approaches are reviewed and advocated, including Scriven’s consumer-oriented approach;

Stake’s responsive evaluation;Guba’s constructivist, naturalistic evaluation; Patton’s utilization-

focused evaluation; experimental design; case study evaluation; and Tyler’s objectives-based

evaluation.

I helped develop what is now the American Evaluation Association. I also founded and

directed the national Joint Committee on Standards for Educational Evaluation, which has

produced North American professional standards for evaluations of programs, personnel, and

students. Those standards stress that evaluations must be not only accurate but also useful,

feasible, ethical, and accountable. The Joint Committee’s standards are employed extensively

in this book to help define what is meant by excellent evaluation practice and to provide

foundational criteria for conducting metaevaluations.

As is patently clear throughout the book, many collaborations have beneficially shaped

my ideas about evaluation. I have conducted evaluation work with many of evaluation’s

icons, especially Egon Guba, Michael Scriven, George Madaus, Ralph W. Tyler, Robert Stake,

Jason Millman, Thomas Kellaghan, Sydney Pressey, Richard Jaeger, James Sanders, William

Webster, Arlen Gullickson, John Hattie, Elliott Eisner, Jerry Horn, Bill Gephart, Ernest

House, and Michael Coplen. My perspective has also been shaped by writing with many

coauthors, especially Dr. Coryn (for this book) and Anthony Shinkfield (for the first edition). In

addition,my views of evaluation have benefitted from collaborations with outstanding graduate

students, including Howard Merriman, Thomas Owens, David Nevo, Blaine Worthen, Diane

Reinhard, Robert Rodosky, Sandra Ryan, Sharon Dodson, P. Cristian Gugiu, Darrell Root, Jerry

Walker, Gary Wegenke, Lori Wingate, Daniela C. Schröter, Jeri Ridings, and many more.

In contrast to the original book, this second edition beneficially reflects Dr. Coryn’s

evaluationbackground.Hedirects theworld’s only interdisciplinaryPhDprogram inevaluation.

Its students come from countries throughout the world to earn evaluation doctoral degrees

based in such disciplines as sociology, social work, education, computer science, nursing,

business, and engineering.Hehas conductedhighly influential researchonnational government

research offices throughout theworld.Andhe edits theWeb-based Journal ofMultiDisciplinary

Evaluation. I am exceedingly pleased with Dr. Coryn’s contributions to this book and expect

that readers will also appreciate the many up-to-date references to new evaluation material

and the significant experiences that he has brought to the volume.

On the one hand, readers will note that many of the book’s referenced examples are from

education in the United States. This feature tends to narrow the book’s perspective, especially

for readers outside North America. On the other hand, Dr. Coryn and I have drawn on our

experiences to cite examples from such fields as community and economic development,

housing, community-based programs for youth, environmental protection programs, military

personnel evaluation, and government programs to promote safety in the railroad industry.

The book also draws lessons from evaluation experiences in such countries as Columbia,

Ecuador, Scotland, Poland, Spain, Finland, Ireland, India, Malaysia, Thailand, the Philippines,

Jamaica, Russia, Switzerland, Israel, New Zealand, and Australia. In the main, though, the book

is heavily grounded in U.S. culture.
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In developing this volume, Dr. Coryn and I have aimed to deliver a unique and significant

offering among the growing number of evaluation textbooks. Clearly, this book is not a

comprehensive, encyclopedic presentation of all important evaluation developments that have

occurred everywhere in the world and across all disciplines and service areas. No evaluation

textbook has met or could meet such a demanding set of requirements. Nevertheless, readers

will find that this book’s coverage is rich, deep, and extensive. I agree with our reviewers

that the lessons Dr. Coryn and I have learned through an extensive array (and, in my case,

over fifty years) of evaluation experiences are worthy of serious consideration by evaluation

students, evaluation practitioners, and evaluation users. I hope evaluators, evaluation professors

and students, evaluation sponsors, evaluation clients, administrators, and other evaluation

stakeholders will find this book to be enlightening and useful for conducting and applying

evaluations that helpmeet the needs associatedwith program improvement and accountability.

Daniel L. Stufflebeam
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INTRODUCTION

We have planned and developed this book to aid and enlighten those who evaluate, or intend

to evaluate, programs, as well as those administrators and other evaluation stakeholders who

use evaluation to meet program improvement and accountability needs. The book is intended

particularly for use by practicing evaluators and students in graduate programs focused on

evaluation theory and practice, but its handbook nature should prove useful to evaluation

clients and others with an interest in learning about evaluation and obtaining sound, effective

evaluation services.

Evaluation studies should be directed toward helping clients and other stakeholders use

findings well and particularly toward improving and certifying the value of evaluation services.

This is a heavy professional responsibility. In this book we have drawn together information

from the evaluation literature and a wide range of practical experiences to guide, to advise, and

to demonstrate that success in the worthwhile pursuit of systematic evaluation is both essential

and clearly possible.

Evaluation is a vital component of the continuing health of organizations. If evaluations

are conducted well, organizations and their people will have the satisfaction of knowing with

confidence which elements are strong and where changes are needed. Evaluation is therefore

a constructive pursuit.

This book is designed as a textbook for graduate courses concernedwith the critical analysis

and application of program evaluation theory, approaches andmodels, andmethods, andmore

widely as a handbook for use in planning, conducting, and assessing program evaluations.

The book builds and expands on the widely circulated Evaluation Models monograph in New

Directions for Evaluation (Stufflebeam, 2001b).

Throughout this book, we typically refer to evaluation approaches (rather than models),

using the more generic term to cover all generalized ways of designing and conducting

evaluations. We selected this term because it encompasses illicit as well as commendable ways

of doing evaluations and includes all good approaches, whether or not they are referred to as

models.

We undertook this writing project at the urging of a number of colleagues and represen-

tatives of Jossey-Bass, initially seeking only to update Evaluation Models (Stufflebeam, 2001b).

Leaders at the publishing company convinced us, however, of the need for an updated, extended

treatment of Evaluation Models plus practical guidelines and procedures for applying the best

evaluation approaches. In this book we address these needs and also discuss the foundational

topic of evaluation theory. Readers will find checklists for guiding such core evaluation tasks as

designing, budgeting, contracting, reporting on, and assessing evaluations, plus others focused
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on data collection and analysis. Although the heart of the book is an updated, expanded

treatment of evaluation approaches (found in Parts Two and Three), this core content is now

embedded in a broader discussion of theoretical and practical topics. We have focused the

book on helping evaluators and others strengthen their theoretical understanding and working

knowledge of evaluation.

Changes to the First Edition

This second edition of Evaluation Theory, Models, and Applications has undergone substantial

revision since the first edition was published (Stufflebeam & Shinkfield, 2007). Major changes

are the inclusion of several additional evaluation approaches and the elimination of others

(and the addition of a new second author due to Anthony Shinkfield’s busy schedule). In the

first edition, twenty-six unique evaluation approaches were introduced and described. In this

edition, the descriptions of evaluation approaches have been reduced to twenty-three, but

with the addition of transformative evaluation, participatory evaluation, customer feedback

evaluation, and meta-analysis. In addition, many of the evaluation approaches originally

described in the first edition have been substantially revised and updated, and in many

instances an approach’s description has been extended to provide greater depth, detail, and

insight into its specific characteristics.

Also, each chapter in this second edition begins with a list of chapter learning objectives.

Key references have been added throughout chapters so that interested readers may locate

additional information concerning the topic under discussion. Further, each chapter now

includes a short section titled “Suggested Supplemental Readings,” in which readers may

locate additional source documents, books, articles, and reports intended to supplement and

sometimes elaborate further on the chapter’s core content. The book is also supported by

relevant materials housed on the Web sites of Western Michigan University’s Evaluation

Center (www.wmich.edu/evalctr/) and Jossey-Bass (www.josseybass.com/go/evalmodels).

Intended Audience

Because program evaluation is such a pervasive concern in society, we have designed the

book to serve the needs of a broad range of individuals and groups that must use eval-

uations to assess, ensure, or improve the quality of programs. The book can be useful

to graduate students, evaluation and research instructors, evaluators, program administra-

tors, business leaders, specialists in research and evaluation methodology, professionals, and

other service providers who must meet requirements for public accountability, as well as

those who commission program evaluations. The book treats program evaluation across

disciplines, and thus is intended for use in such fields as nursing, community develop-

ment, housing, education, medicine, psychotherapy, disease control, business administration,

jurisprudence, national defense, engineering, social services, philanthropy, and international

development, among others.

http://www.wmich.edu/evalctr
http://www.josseybass.com/go/evalmodels
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Overview of the Book’s Contents

Evaluators and users of evaluations can use this book to acquire knowledge of approaches

that are available for evaluating programs; the concepts and theories undergirding different

evaluation approaches; and principles, standards, and procedures for guiding and judging

the work of evaluators. The book provides evaluations of twenty-three evaluation approaches,

detailed information about six evaluation approaches, techniques for carrying out the full range

of steps in any program evaluation, and guidance for institutionalizing and mainstreaming

evaluation.

Faced with a growing number of program evaluation approaches, evaluators need compe-

tence to assess and choose wisely among available options and then confidently and effectively

apply the selected approach. Overall, in choosing topics for this book, we sought to provide

a sense of the general nature of program evaluation, an overview and comparative analysis

of alternative approaches to evaluation, in-depth instruction—with examples—in each of six

ways to conduct credible program evaluations, standards for choosing among approaches, and

practical guidelines for designing and carrying out an evaluation from beginning to end.

Two dominant factors—the theoretical and practical essentials of evaluation—intertwine

throughout the book, and are underlined by nine themes. The first theme is:

The evaluation discipline should be grounded in sound theory—that is, a coherent set of

conceptual, hypothetical, pragmatic, and ethical principles forming a general framework to

guide the study and practice of evaluation.

The second theme is:

Society needs and is using evaluations to inform decisions and hold service providers

accountable for the implementation and outcomes of the services they provide.

The evaluator must plan, develop, and deploy a distinctive evaluation methodology that is

technically sound and responsive to the client’s needs.

Part One of the book introduces program evaluation in three chapters that set out evalua-

tion’s fundamentals. Chapter 1 discusses the role of evaluation in society; defines evaluation

and other key evaluation concepts; denotes the principal uses of program evaluations; identifies

different, complementary methodological approaches; and describes the evaluation profession

in its historical context. In general, this opening chapter offers a sweeping perspective on

the evaluation field and background information for use in studying the ensuing chapters.

Chapter 2 looks closely at the nature of evaluation theory, particularly program evaluation theo-

ry. It defines evaluation theory, distinguishes between evaluation models and evaluation

theories, identifies criteria for judging theories, and lists illustrative hypotheses for research

on program evaluation. Stressing that nothing is as useful as a sound theory, the chapter

calls for increased and improved efforts to generate and validate program evaluation theories.

Chapter 3 reviews and discusses principles and standards for use in guiding and assessing

program evaluations. It begins with a discussion of a professionally generated set of standards

for educational programevaluations (JointCommittee onStandards forEducational Evaluation,

2011) that require evaluations to meet conditions of utility, feasibility, propriety, accuracy, and
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evaluation accountability. The chapter subsequently summarizes and discusses the American

Evaluation Association’s guiding principles for evaluators (2004), which are focused on

ensuring that competent evaluators will serve the general and public welfare by conducting

evaluations that are methodologically sound, competently conducted, ethical, respectful of

involved and affected persons, and in the public interest. The chapter concludes with a

discussion of the government auditing standards of the U.S. Government Accountability Office

(2007), which cover program evaluation, as well as financial auditing, across the full range of

government programs and services.

In Part Two, readers are aided in identifying, analyzing, and judging twenty-three

approaches thought to cover most legitimate as well as illegitimate program evaluation

efforts. This part is keyed to the book’s third, fourth, and fifth themes. The third theme is:

Evaluators and clients must guard against the use of unsound, often corrupt inquiry

approaches that masquerade as sound evaluation but, in fact, are designed to mislead right-to-

know audiences or prevent some of them from obtaining evaluation findings.

Readers will learn to discriminate between six illicit approaches, termed “pseudoeval-

uations,” and seventeen legitimate approaches, which are divided into four categories:

quasi-evaluation, improvement- and accountability-oriented evaluation, social agenda and

advocacy evaluation, and eclectic evaluation. The fourth theme is:

Evaluators can choose from a range of defensible evaluation approaches.

Because no evaluation approach is always best, the analysis in Part Two is designed to

assist evaluators in choosing that one approach or combination of approaches that best fits a

particular evaluation assignment. Part Two concludes with a consumer report assessment of

nine of the most promising or likely to be used evaluation approaches against the requirements

of the Joint Committee’s Program Evaluation Standards (1994, 2011). Our assessments in this

part are keyed to the book’s fifth theme:

Evaluators should employ professional standards to assess and select evaluation approaches

and ensure the quality of particular evaluations.

Part Three extends application of the fifth them by presenting detailed analysis of several

widely discussed and used evaluation approaches: the experimental and quasi-experimental

design approach; the case study approach, Daniel Stufflebeam’s context, input, process, and

product (CIPP) model; Michael Scriven’s consumer-oriented evaluation approach; Robert

Stake’s responsive evaluation approach; and Michael Patton’s utilization-focused evaluation

approach. Some of these are included because we judge them to be the best available approa-

ches. Others are discussed in depth because of their importance in the history of evaluation, as

well as the likelihood of their continued use. In Part Three, readers will learn the backgrounds

and orientations of the evaluation leaders who authored each approach, the approach’s

theoretical and philosophical underpinnings, pertinent evaluation methods and tools, and

illustrations of its use.

Part Four addresses the book’s sixth and seventh themes. The sixth theme is:

Evaluators should employ systematic procedures that possess general applicability across

evaluation approaches and provide sound protocols for proceeding through an evaluation’s
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start-up, design, budgeting, contracting, information collection, analysis, synthesis, reporting,

and follow-up stages.

The seventh theme is:

Evaluators should involve stakeholders in the evaluation process to hear and consider their

inputs and enhance prospects for their appropriate and beneficial use of findings.

Basically, Part Four offers practical assistance, guidelines, and checklists for applying any

defensible approach to evaluation.Weoffer down-to-earthprocedures that are applicable to any

sound evaluation approach.We discuss and provide illustrations of how to carry out a sequence

of essential evaluation tasks: identifying, addressing, and assessing evaluation opportunities;

designing, budgeting, and contracting evaluations; collecting, analyzing, and synthesizing

information; and reporting and facilitating appropriate use of findings. In explaining and

illustrating these tasks, Part Four emphasizes that all aspects of an evaluation must satisfy the

requirements of credible standards.

Part Five consists of two capstone chapters for rounding out the book’s discussion of

program evaluation. Chapter 25 stresses the importance of evaluating evaluations. The chapter

notes that such metaevaluations should be grounded in sound standards for evaluations, con-

ducted formatively to guide and ensure the quality of evaluations, and conducted summatively

to judge the evaluation at hand in terms of such factors as utility, feasibility, propriety, accuracy,

and accountability. Chapter 25 stresses the book’s eighth theme:

As professionals, evaluators must subject their evaluations to metaevaluation.

The book’s final chapter turns from the previous chapters’ emphasis on ad hoc program

evaluation to the importance of organization-wide systems of ongoing evaluation. This

concluding chapter discusses an organization’s need to institutionalize systematic evaluation

and mainstream its use throughout the organization. The chapter offers practical advice for

designing, staffing, installing, and operating sound evaluation systems. This concluding chapter

addresses the book’s ninth theme:

Organizations of all types should institutionalize and mainstream sound evaluation prac-

tices as a vital part of planning programs, conducting the programs, and meeting requirements

for accountability, because at its core, every discipline and service area needs sound evaluation

to confirm and continually strengthen its claim that it is effectively serving clients and the public

interest as well as fulfilling other defensible purposes.

All chapters conclude with review questions and one or more group exercises to help

readers check and increase their understanding of the material. The book is also complemen-

ted by WMU’s Evaluation Center’s Web site (www.wmich.edu/evalctr/), which includes

checklists for guiding evaluations according to different approaches, illustrative evaluation

reports, information about evaluation training opportunities, and topical papers. From

the Web site readers can also go to the open-access Journal of MultiDisciplinary Evalua-

tion. The Web site is an invaluable reservoir of information of relevance to this book. Readers

can greatly enhance their understanding of this book’s contents by regularly consulting and

making good use of tools and information on the Evaluation Center’s Web site.

An instructor’s supplement is also available at www.josseybass.com/go/evalmodels. Com-

ments about this book are invited and can be sent to researchmethods@wiley.com.

http://www.wmich.edu/evalctr
http://www.josseybass.com/go/evalmodels
mailto:researchmethods@wiley.com
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Study Suggestions

As already noted, this book is a textbook, but its basic design is that of a handbook. You can

turn to any chapter, independent of others, to obtain information on a particular topic. The

book may be studied in groups or independently. It can be worked through from beginning

to end, or its chapters can be used selectively as handbook chapters. In our desire to serve

graduate education, we have sought to provide sufficient content to support a sequence of two

three-semester-hour courses.

Part One is oriented to providing readers with an in-depth understanding of the evaluation

discipline. The material in Part Two is especially useful in making choices among alternative

approaches to evaluation, because it provides comparative analyses of different approaches.

When you need to gain in-depth knowledge of a selected evaluation approach—that is, one

that is already being applied in evaluating a given program or one you have selected after a

review of alternatives—we advise you to see if that approach is discussed in Part Three. If

it is, you can benefit by studying the pertinent Part Three chapter. Approaches not treated

in Part Three can be studied in depth by consulting the suggested readings provided at the

ends of the chapters. When you need practical suggestions for planning and carrying out

the various steps involved in applying any evaluation approach, we suggest that you consult

the procedure-oriented chapters in Part Four. The final chapters in Part Five offer detailed

guidance for conducting metaevaluations and institutionalizing and mainstreaming evaluation

in an organization.

We have a word of advice for graduate students and evaluation researchers who are seeking

topics for research projects on evaluation. We suggest that you carefully review Chapter 2 on

evaluation theory and consider designing and conducting studies to test hypotheses such as

those found in that chapter. Also, you could make valuable contributions by conducting and

publishing case studies on applications of given evaluation approaches discussed in Part Three

or comparative studies of two or more approaches. Other useful research and development

projects could entail validation of selected evaluation procedures presented in Part Four (such

as the traveling observer technique or the feedback workshop technique) and development and

validation of new evaluation checklists (for example, for evaluations in certain fields, such as

parks and recreation, consumer products evaluation, organizational development, restaurant

management, amusement parks, zoos, mail delivery, and foster care services). Finally, consider

conducting and publishing metaevaluations.

A companionWeb page for the book can be found at www.josseybass.com/go/evalmodels.

From the book’s home page readers can find additional resources, information, and materials

intended to supplement this book, including unpublished chapters, course syllabi structured

around the book, PowerPoint summaries of each chapter, additional study questions and

exercises, checklists, spreadsheets, and links to other relevant Web sites. In addition, a

companion glossary, in which terms used throughout the book’s chapters are defined, can be

found at the end of the book.

http://www.josseybass.com/go/evalmodels
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Summary

We offer the following steps to guide your study of this book:

• Read Chapter 1 to gain an overview of the evaluation field, an introduction to program

evaluation, a historical perspective on the development of the program evaluation area,

and sources of information about evaluation.

• Read Chapter 2 to gain a perspective on the importance and status of theory in the program

evaluation field and on the work needed to study and improve evaluation theories.

• Read Chapter 3 to develop familiarity with the principles and standards for guiding and

assessing evaluations.

• Study the chapters in Part Two to distinguish proper from improper evaluations, identify

the range of available creditable evaluation approaches, and see a consumer report

evaluation of selected approaches.

• In Part Three, develop in-depth knowledge of any of the six evaluation approaches

provided.

• Study the chapters in Part Four to identify practical procedures for carrying out the various

steps in an evaluation.

• Consult the final two chapters in Part Five for guidance and practical tools for evaluating

evaluation plans and reports and for ideas and tools of use in helping an organization

develop and employ a system of ongoing evaluation.

• For the book as a whole and for each chapter, list what you see as your high-priority

learning objectives, keep notes on your progress in achieving the objectives, and ultimately

evaluate your learning gains.

• After reading each chapter, respond to the review questions and one or more group

exercises to make sure you have grasped the chapter’s main points, and then reread

chapter material as appropriate.

We recommend that after reading the book, you try your hand at applying your new

knowledge by designing evaluations of programs of interest; evaluating published evaluations;

teaching others about evaluation theory, approaches, and procedures; and designing and

conducting research on evaluation. Good luck!
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PART ONE

FUNDAMENTALS OF EVALUATION

Part One provides information on the foundations of

evaluation. In the following three chapters we give an

overview of the evaluation field, analyze the state of theory

in the field, and describe the field’s guiding principles and

standards. These chapters afford an appreciation of the

history and status of the evaluation discipline and address

some of the key theoretical and professional issues facing

its theoreticians and practitioners.
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CHAPTER 1

OVERVIEW OF THE EVALUATION FIELD

LEARNING OBJECTIVES

In this chapter you will learn

about the following:

• The distinction between formal and

informal evaluation

• The potential contributions and

limitations of formal evaluation

• Evaluation as a profession and its

relationship to other professions

• Conceptual and operational definitions

of evaluation

• Key criteria for evaluating programs,

including merit and worth

• The roles of values clarification and

setting standards in reaching

evaluative conclusions

• Four main uses of evaluation

• Distinctions between formative

evaluation and summative evaluation

• Distinctions between research and

evaluation

• Historical milestones in the

development of professional

evaluation

Evaluation is perhaps society’s most fundamental

discipline; it is an essential characteristic of the human

condition; and it is the single most important and

sophisticated cognitive process in the repertoire of human

reasoning and logic (Osgood, Suci, & Tannenbaum, 1957).

It permeates all areas of human activity and has important

implications for maintaining and improving services and

protecting citizens in all areas of interest to society. Evalu-

ation is a process for giving attestations to such matters

as reliability, effectiveness, cost-effectiveness, efficiency,

safety, ease of use, and probity. Society and individual

clients are at risk to the extent that services, products, and

other objects of interest are of poor quality. Evaluation

serves society by providing affirmations of worth, value,

progress, accreditation, and accountability—and, when

necessary, a credible, defensible, nonarbitrary basis for

terminating bad programs or, conversely, expanding good

programs.

What Are Appropriate Objects
of Evaluations and Related
Subdisciplines of Evaluation?

In general, we refer to objects of evaluations as evalu-

ands. When the evaluand is a person, however, we follow

Scriven’s recommendation to label the person whose qual-

ifications or performance is being evaluated as the evaluee

(Scriven, 1991). Objects of evaluations may be programs,

projects, policies, proposals, products, equipment, ser-

vices, concepts and theories, data and other types of

information, individuals, or organizations, among others.

Although the practice of evaluation largely concentrates on
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program evaluation, one can refer to a range of other areas of evaluative inquiry, such as per-

sonnel evaluation, product evaluation, portfolio evaluation, performance evaluation, proposal

evaluation, and policy evaluation. The scope of evaluation applications broadens greatly when

one considers thewide rangeof disciplines, activities, andendeavors towhich evaluation applies.

One can speak, for example, of educational evaluation, social and human services evaluation,

arts evaluation, consumer product evaluation, human resources development and evalua-

tion, city planning and evaluation, real estate appraising, engineering testing and evaluation,

hospital evaluation, drug testing, manufacturing evaluation, science policy evaluation, evalu-

ation of international development and international aid, agricultural experimentation, and

environmental evaluation.

Are Evaluations Enough to Control Quality, Guide Improvement,
and Protect Consumers?

The presence of sound evaluation does not necessarily guarantee high quality in services or

that those in authority will heed the lessons of evaluation and take needed corrective actions.

Evaluations provide only one of the ingredients needed for quality assurance and improvement.

There are many examples of defective products that have harmed consumers not because of

a lack of pertinent evaluative information, but because of a failure on the part of decision

makers to heed and act on rather than ignore or cover up alarming evaluative information.

The continued sales of the Corvair automobile after its developers and marketers knew of its

rear-end collision fire hazard provides one clear example (see also Nader, 1965). Here we see

that society has a critical need not only for competent evaluators but for evaluation-oriented

decisionmakers as well. For evaluations to make a positive difference, policymakers, regulatory

bodies, service providers, and others must obtain and act responsibly on evaluation findings.

The production and appropriate use of sound evaluation constitute one of the most vital

contributors to strong services and societal progress.

Evaluation as a Profession and Its Relationship to Other
Professions

As a profession with important roles in society, evaluation has technical aspects requiring

thorough and ongoing training. It possesses an extensive and rapidly developing professional

literature containing informationonevaluationmodels andmethods andfindings fromresearch

on evaluation (Christie, 2011; Coryn&Westine, 2013). Its researchmaterial evolves from, and is

closely connected to, the wide range of evaluations conducted in all fields. Evaluation has many

professional organizations, including the American Evaluation Association (AEA) and other

state and national evaluation associations. Among the earliest known professional societies

were the May 12th Group, Division H of the American Educational Research Association

(AERA), the Evaluation Network (E-Net), and the Evaluation Research Society (ERS), all of

which originated in the late 1960s and early 1970s.
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In 1995 there were only five evaluation organizations worldwide, including AEA (ensuing

from the merger of E-Net and ERS in 1986), the Canadian Evaluation Society (CES), the

Australasian Evaluation Society (AES), the European Evaluation Society, and the Central

American Evaluation Society. By 2006 there were more than fifty national and regional

evaluation organizations throughout the world, most in developing countries (Segone &

Ocampo, 2006). There are also university training programs in evaluation, among them the

Interdisciplinary PhD in Evaluation (IDPE) program and the Evaluation, Measurement, and

Research (EMR) program at Western Michigan University (Coryn, Stufflebeam, Davidson,

& Scriven, 2010), as well as other evaluation graduate programs at Claremont Graduate

University, the University of Illinois, The Ohio State University, the University of Minnesota,

the University of North Carolina, the University of Virginia, and the University of California

at Los Angeles (for historical trends in graduate training in evaluation, see LaVelle and

Donaldson [2010]). In addition, the field has developed recognized standards for evaluation

services, including the Joint Committee on Standards for Educational Evaluation’s standards

for evaluating programs, personnel, and students (1981, 1988, 1994, 2003, 2009, 2011) and

the U.S. Government Accountability Office’s Government Auditing Standards (U.S. General

Accounting Office, 2002; U.S. Government Accountability Office, 2003, 2007), plus AEA’s

Guiding Principles for Evaluators (2004).

To communicate and disseminate developments in, thinking about, and critiques of

evaluation theory, methods, and practice, professional journals and other types of publications

dedicated exclusively to evaluation scholarship and practice began to appear in the 1970s

(Coryn, 2007a). One of the field’s earliest publications, which first appeared in 1974, was the

journal Evaluation and Program Planning. This was followed in 1975 by the journal Studies in

Evaluation; in 1976 by Evaluation Review: A Journal of Applied Social Research; some years

later by the American Journal of Evaluation (formerly published under the titles Evaluation

News, prior to 1986, and Evaluation Practice, between 1986 and 1997); New Directions for

Evaluation (formerly New Directions for Program Evaluation) and Evaluation & the Health

Professions, both of which appeared in 1978; and Educational Evaluation and Policy Analysis,

which first appeared in 1979.

The 1980s weremarked by the appearance of theCanadian Journal of ProgramEvaluation,

which emerged in 1986; the Journal of Personnel Evaluation in Education (now published under

the title Educational Assessment, Evaluation, and Accountability), which was first published in

1987; and Practical Assessment, Research and Evaluation, which was launched in 1988.

In the 1990s several additional journals appeared, including Research Evaluation in

1991, which is published in the Netherlands; Evaluation: The International Journal of Theory,

Research and Practice,which is published in theUnitedKingdom; and the Journal of Evaluation

in Clinical Practice, the last two having first been published in 1995. In the next decade several

more scholarly journals devoted to evaluation emerged, including the Evaluation Journal of

Australasia,whichwas first published in 2000, and the Journal ofMultiDisciplinary Evaluation,

which first appeared in 2004.

Despite the burgeoning number of scholarly evaluation journals, many evaluation scholars

and practitioners disseminate their work in discipline-specific journals, including those found
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in education, health andmedicine, philosophy, psychology, and sociology, to name but a few. In

addition to publishing in evaluation and discipline-specific journals, other evaluation scholars

publish their work in subject-specific areas, such as measurement, research, and statistics.

As a distinct profession, evaluation is supportive of all other professions and in turn is

supported bymany of them; no profession could excelwithout evaluation. Services and research

can lead to progress and stand up to public and professional scrutiny only if they are regularly

subjected to rigorous evaluation and shown to be sound. Also, improvement-oriented self-

evaluation is a hallmark of professionalism. Program leaders and all members of any profession

are obligated to serve their clients well. This requires that they regularly evaluate, improve,

and be accountable for their contributions. In the sense of assessing and improving quality and

meeting accountability requirements, all professions (including evaluation) are dependent on

evaluation. Moreover, evaluation draws concepts, criteria, and methods from such other fields

as philosophy, political science, psychology, sociology, anthropology, education, economics,

communication, public administration, information technology, statistics, and measurement.

Clearly it is important for evaluators to recognize and build on the symbiotic relationships

between evaluation and other fields of study and practice.

Improvements in programs and other evaluands can be enhanced and made more

enduring to the extent that supporting evaluations are relevant, systematic, rigorous, and

timely, and to the extent that clients make responsible use of findings. Evaluations that lack

these aspects of discipline typically are fruitless, wasteful, and misleading. It bears mention,

however, that evaluators can only do their best, and despite strenuous efforts to involve clients

in evaluations, there is no certainty that clients will heed and act on sound evaluation findings.

If rigorous evaluations are to make a positive difference, clients must play their part by helping

focus evaluations, supporting their conduct, and making sound use of findings. Accordingly,

evaluation training programs should prepare evaluation specialists and evaluation clients to

collaborate effectively in conducting evaluations that are both rigorous and useful.

What Is Evaluation?

Mainly because there have been different approaches to evaluation over the years, definitions

of the term evaluation have themselves varied. In earlier times, for example, evaluation was

commonly associated with assessing achievement against clearly defined objectives, or (in

schools and universities) conducting norm-referenced testing, or (in such fields as agriculture

and experimental psychology) conducting controlled experiments. Also, particularly during

the 1970s, many evaluations were keyed only ormainly to professional judgment. Subsequently,

there was a growing belief that useful evaluations are ones that provide quality information

for making and assessing decisions. These and other concepts of evaluation have elements of

credibility, depending often on the type of evaluation study being undertaken and especially

the needs of the evaluation users.

One of the earliest and still most prominent definitions of evaluation states that it

means determining whether objectives have been achieved. Although following this definition

can guide one to assess accomplishments in achieving one’s valued goals, in a broader
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sense the practice of objectives-based evaluation has serious limitations and can even be

counterproductive. Especially from the perspective of an independent evaluation of consumer

products or services, employing the objectives-based evaluation approach can cause an

evaluation to fail. One of this approach’s problems is that some objectives are unworthy of

achievement. Surely evaluators must avoid judging a program as successful solely because it

achieved its own objectives. Objectives might well be corrupt, dysfunctional, unimportant,

not oriented to the needs of intended beneficiaries, or mainly reflective of a developer’s profit

motive or other conflicts of interest. Another problem is that this approach steers evaluations

in the direction of looking only at outcomes.Many evaluations also should examine a program’s

objectives, structure, and processes, especially if the evaluation is to contribute to program

improvement or adoption and adaptation by other service providers. Moreover, a focus on

objectives might cause evaluators not to search for important, unintended consequences (often

called side effects). These can be beneficial or harmful, as is often seen in prescription drugs

that may do as much harm as good for particular users. In addition to the deficiencies already

noted, evaluators employing an objectives-based evaluation approach provide feedback only

at the completion of a program. Depending on the needs of the client group, evaluators

often should also deliver timely findings for use in planning and in guiding programs toward

successful outcomes.

Definitions that equate evaluationwithanyonemethodology shouldbe rejected. Sometimes

evaluations based on randomized experiments can provide consumers with useful information

on the comparative outcomes of competing programs, products, or services. However, in

many evaluations, a controlled experimental approach would not be feasible, or it would

be counterproductive; it might be unethical; or it might fail to address key questions about

needs, objectives, plans, processes, side effects, and other important aspects of a program.

Similarly, other useful methods—such as sample surveys, standardized testing, site visits, or

self-studies—are far too narrow in the information they yield to provide a sufficient basis

for most program evaluations. Evaluation, therefore, rather than being equated with any

one methodology, should encompass all methods that are necessary and useful to reach

defensible judgments of programs or other entities, and evaluators should selectively apply

appropriate methods.

In this book we advocate a basic definition of evaluation put forth by the Joint Committee

in 1994.1 We present three variations of the definition. First, we present the definition as the

Joint Committee stated it.2 The committee’s definition is general, calling for evaluations to be

systematic and focused on determining an object’s value.We then extend the general definition

to highlight a range of important, generic criteria for consideration when assessing programs.

Finally, we expand the definition further to outline the key steps involved in carrying out a

sound evaluation and to stress the importance of obtaining both descriptive and judgmental

information. We see the Joint Committee definition as especially appropriate and useful when

conversingwith uninitiated audiences and focusing their attention on the essence of evaluation.

The second rendition can be helpful when discussing with clients or other stakeholder groups

the values that should be referenced when evaluating a particular program or other object. The

third version is especially appropriate when planning the required evaluation work.
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Joint Committee Definition of Evaluation

The Joint Committee’s 1994 definition states that “evaluation is the systematic assessment of

the worth or merit of an object” (p. 3). Advantages of this definition are that it is concise

and consistent with common dictionary meanings of evaluation. We see this as the definition

to use when discussing evaluation at a general level. Notably, some alternative definitions of

evaluation often also include significance, resulting in a formal definition of evaluation as the

act or process of determining the merit, worth, or significance of something or the product of

that process (Davidson, 2005; Scriven, 1991).

Evaluation’s root term, value, denotes that evaluations essentially involve making value

judgments. Accordingly, evaluations are not value-free (Scriven, 1993). They need to reference

pertinent values. Depending on the particular program or other evaluand, such values may

include effectiveness, efficiency, usability, cost, safety, legality, and so on. Also, the evaluation

itself should be grounded in some defensible set of values for judging evaluations. Here we see

that an evaluation is an evaluand that should adhere to relevant values for judging evaluations.

These may include professionally defined principles (as in AEA’s Guiding Principles for Evalu-

ators or the Joint Committee program evaluation standards). Essentially, an evaluation—be it

an assessment of a program or of an evaluation—should assess the evaluand’s standing against

the referenced values. This truism presents evaluators with the impetus to choose appropriate

values for judging an evaluand. For example, in evaluating public services in the United States,

evaluators should be true to, and sometimes specifically invoke, such democratic precepts as

freedom, equity, due process of law, and the need for an enlightened society. Moreover,

as will be explained in Chapter 3, evaluators should hold their evaluations to meeting such

values as the Joint Committee–defined standards of utility, feasibility, propriety, accuracy, and

evaluation accountability.

The Joint Committee’s 1994 definition partially addresses the need to determine values by

denoting that evaluations should assess merit or worth. Scriven (1991) pointed to the nontrivial

differences between these two concepts and their important role in determining an evaluand’s

value. According to both Scriven (1991) and the Joint Committee (1994), merit essentially

involves excellence or quality (that is, intrinsic value), whereas worth includes merit within the

context of a particular culture and its associated needs, costs, and related circumstances (that

is, extrinsic value). In Table 1.1, the essential characteristics and nature of these concepts are

summarized, with further discussion following.

Merit

In general, one needs to look at the merit or quality of an evaluand. For example, does a

state’s special program for preparing middle school history teachers succeed in producing

teachers who confidently and effectively teach middle school students about pertinent areas

and periods of history? In general, does an evaluand do well what it is supposed to do? If

so, it rates high on merit. The criteria of merit reside in the standards of the evaluand’s

particular discipline or area of service. In the example here, an evaluator might base her or
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Table 1.1 Characteristics of Merit and Worth

Merit Worth

May be assessed on any object of interest Is assessed only on objects that have demonstrated an acceptable

level of quality
...................................................................................................................................................................................................
Pertains to the intrinsic value of the object Pertains to the extrinsic value of the object
...................................................................................................................................................................................................
Pertains to quality, that is, an object’s level of excellence Pertains to an object’s quality and value or importance within a

given context
...................................................................................................................................................................................................
Is assessed using the question, Does the object do well what it is

intended to do?

Is assessed using the question, Is the object of high quality and also

something a target group needs?
...................................................................................................................................................................................................
Is tied to accepted standards of quality for the type of object being

evaluated

Is tied to accepted standards of quality and to data froma pertinent

needs assessment
...................................................................................................................................................................................................
Concerns the object’s rating on standards of quality and against

competitive objects of the same type

Entails judgments of the object’s quality and importance and value

to a particular consumer group
...................................................................................................................................................................................................
May be assessed through comparison of an object with standards

or competitive objects

Assessments of worth may be comparative or noncomparative

his assessment of merit on published standards of effective teaching and the state’s required

content for middle school history programs. Graduates of the program would thus be assessed

on knowledge of the required history content and effectiveness in teaching the content. The

subject program would be judged high on merit to the extent that graduates scored high on

pertinent measures of content knowledge and teaching competence. Merit (or quality) then

can be broadly understood as intrinsic excellence in the absence of costs.

Worth

An evaluand that rates high on merit might not be worthy. By worth, we refer to an evaluand’s

combination of excellence and service in an area of clear need within a specified context

and considering the costs involved (both monetary and nonmonetary). Suppose the middle

school program is a special emergency program developed and funded at a previous time

when the state’s colleges and universities were graduating too few history teachers to meet the

needs of schools in the state. Suppose further that more recently, the state’s universities have

increased their production of competentmiddle school history teachers, andmany of these new

teachers cannot find jobs. Arguably, the state no longer needs the special emergency program,

because the state’s universities are now supplyingmore qualifiedmiddle school history teachers

than the schools can employ. In this situation, although the state’s special program has good

merit, it now has low worth to the state and does not warrant continued investment of the

state’s scarce resources. We see in this example that this high-quality program’s worth could

be gauged only after an assessment of the need for the program’s graduates. Here, we see that

assessments of worth have to be keyed to assessments of need within the context of a particular

setting and time period. Broadly, then, worth (or value) is quality under consideration of context

and costs.
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Needs

By a need, we refer to something that is necessary or useful for fulfilling a defensible purpose,

without which satisfactory functioning cannot occur. We define a defensible purpose as a

legitimately defined, desired end that is consistent with a guiding philosophy, set of profes-

sional standards, institutional mission, mandated curriculum, national constitution, or public

referendum, for example. Other terms to describe defensible purposes are legitimatized man-

dates, goals, and priorities. In the middle school illustration, presumably the state curriculum

requires that all students in the state be well educated in designated areas of history. This

“defensible purpose” requires further that school districts employ competent history teachers.

In this case, a competent history teacher fits our definition of an entity that is necessary or

useful for fulfilling the defensible purpose of sound history instruction—that is, a need. Because

of the state’s finding that this need is now being fulfilled by state colleges and universities, this

excellent special programwould nowmeet the criterion of merit but not the criterion of worth.

In reaching judgments of something’s worth, evaluators should identify needs, then determine

whether they are being met, partially met, or unmet in the context of interest (Stufflebeam,

McCormick, Brinkerhoff, & Nelson, 1985; also see Coryn, Gugiu, Davidson, & Schröter, 2008).

Needs may be of either the outcome or the treatment variety (also see Davidson, 2005).

An outcome need is a level of achievement or outcome in a particular area required to fulfill a

defensible purpose, such as preparing students for higher education. For example, high school

students need to develop competencies in mathematics, science, social studies, and language

arts to enter top-notch colleges and universities. A treatment need is a certain service, service

provider, or other helping agent required to meet an outcome need. To continue the example,

a school district needs an appropriate curriculum and competent teachers (the treatment

needs) to help students attain areas and levels of competence (the outcome needs) required for

admission to high-level colleges and universities. One assesses both treatment and outcome

needs to determine whether they are being met or unmet and whether they are consonant.

Typically, the meeting of outcome needs depends on meeting the treatment needs. For

example, a dentist would be likely to check patients with tooth decay for use of fluoridated

water or toothpaste. Here the outcome need (for cavity-free teeth) is not being met, and it is

prudent to check on the treatment need related to fluoridation. In contrast, if patients evidence

no tooth decay, the dentist would be unlikely to check them for use of fluoridated water or

toothpaste.

Needs Assessments

In general, a needs assessment is a systematic investigation of the extent to which treatment

and/or outcome needs are being met (Stufflebeam, McCormick, et al., 1985). One might posit

that comprehensive high schools should serve the defensible purpose of developing students in

all areas of human growth and development: intellectual, psychological, social, physical, moral,

vocational, and aesthetic. In an appropriate range of curricular areas, a comparison of students’

scores on standardized achievement tests to criterion-referenced standards or norms would

give an indication of whether students’ intellectual outcome needs were being met. However,

considering the school’s intention to develop students also in physical, aesthetic, psychological,
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Table 1.2 Concepts Related to Needs and Needs Assessment

Concept Definition Example

Defensible purpose A desired end that has been legitimated Students’ development of basic academic skills
...................................................................................................................................................................................................
Need Something that is necessary or useful for fulfilling a

defensible purpose

Competent, effective instruction in the basic skill areas

...................................................................................................................................................................................................
Outcome need An achievement or outcome required to meet a

defensible purpose

Students’ demonstration of proficiency in specified

areas, such as twelfth-grade math, science, and lan-

guage arts
...................................................................................................................................................................................................
Treatment need A certain service, competent service provider, or other

helping agent

Competent instructors in twelfth-grade courses in

math, science, and language arts
...................................................................................................................................................................................................
Needs assessment A systematic investigation of the extent to which

treatment and/or outcome needs are being met

Examination of students’ scores on national tests and

evaluation of the involved teachers

social, moral, and vocational areas, the achievement test scores would be insufficient to assess

the full range of questions concerning students’ outcome needs. To be valid, needs assessments

have to be keyed to the full range of intended outcomes.

Some needs assessments will have a narrow scope and appropriately address a quite

restricted construction of outcome needs. Even in a narrowly focused program, however, it

can be important to consider a broad range of outcome and associated treatment needs. For

example, school-based instrumental music programs contribute to students’ development in

such areas as social relations, psychological well-being, discipline, and employment. In general,

an assessment of a program’s worth should assess and gauge its quality and outcomes against

the assessed outcome and treatment needs of beneficiaries. Table 1.2 offers a summary of key

concepts related to needs and needs assessment.

Evaluations Should Be Systematic

Beyond its focus on merit and worth, the Joint Committee’s 1994 definition of evalua-

tion requires evaluations to be systematic. We acknowledge that the broad meaning of

evaluation encompasses haphazard or unsystematic evaluations as well as carefully con-

ducted evaluations. In this book, we are advocating for and discussing the latter. Indeed, this

book is intended as a countermeasure to careless or corrupt inquiry processes that masquerade

as evaluations and often lead to biased or otherwise erroneous interpretations of something’s

value. Instead, we seek the kind of evaluation that is conducted with great care—not only

in collecting information of high quality but also in clarifying and providing a defensible

rationale for the value perspectives used to interpret the findings and reach judgments and in

communicating evaluation findings to the client and other audiences.

An Extended, Values-Oriented Definition of Evaluation

Although the Joint Committee’s 1994 definition of evaluation has the positive features just

noted, it omits mention of other key generic values.We thus extend the definition of evaluation

as follows: evaluation is the systematic assessment of anobject’smerit,worth, probity, feasibility,
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safety, significance, and/or equity.We see the values referenced in this definition as particularly

important in a free and democratic society, but also acknowledge that we might have included

additional values. Of course, evaluators have to engage in a good deal of values clarification as

they plan their studies. Those included in our extended definition of evaluation are a good set to

consider, but evaluators and their clients often should invoke additional values that pertain

to the contexts of particular studies and the unique cultures and interests of stakeholders.

Nonetheless, many sound and defensible evaluations will be strongly influenced by some or all

of the five values we have added to merit and worth. In the following paragraphs we discuss

and elucidate each of the values noted in the extended definition of evaluation.

Probity

During the writing of the first edition of this book (Stufflebeam & Shinkfield, 2007), there was

a rash of public scandals in which major corporations based in the United States defrauded

shareholders and others out of billions of dollars. Moreover, at least one major audit firm that

contracted to evaluate a corporation’s financial conditions and lawful operations was found to

have complicity in that corporation’s fraud. This audit firm compromised its independence and

credibility. Not only did it fail to report on the probity of the corporation’s accounting practices,

but also it was alleged to have distorted and covered up information to hide the company’s

unethical, unlawful practices. Here we see that the corporation cheated its shareholders,

workers, and ultimately the public, and that the audit firm was charged with aiding and

abetting the fraud. On another front, there have been despicable scandals across the globe in

which clergy and teachers have been found to be pedophiles.

Clearly, the public interest (broadly defined) requires that evaluations address consider-

ations of probity: assessments of honesty, integrity, and ethical behavior. Unless there is no

prospect for fraud or other illicit behavior, evaluators should check on a program’s uncom-

promising adherence to moral standards. However, when probity breaches are expected, there

is cause to err on the side of too much consideration of probity in evaluations of programs

and institutions. To the extent required to form a defense against unethical behavior, probity

considerations should be addressed in many evaluations of programs and in evaluations of

evaluations.

Feasibility

Although a program (or service, or other type of service-oriented evaluand) might be of high

quality, directed to an area of high need, and unimpeachable on ethical grounds, it still could

fail on the criterion of feasibility. For example, it might consume more resources than required

or cause no end of political turmoil. If either is the case, the program should at least bemodified

in these areas to make it more feasible. Obviously a good evaluation of the program should

speak to this issue and, where appropriate, provide direction for making the program easy to

apply, efficient in the use of time and resources, and politically and culturally viable. Evaluation

of a program’s feasibility sometimes justifies a cancellation decision. This argument in favor of

assessing feasibility seems applicable to all programs (and to all service-oriented evaluands).
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Safety

Many evaluations focus squarely on the issue of safety. Obvious cases are evaluations of

new pharmaceutical products, medical treatments, laboratory equipment, meat and other

food products, automobiles, railroad transportation services, air traffic control, oil and gas

production and distribution, stepladders, electrical equipment, children’s toys, and insecticides.

Consumers are at risk to the extent that such commodities and services aremanufactured, sold,

and dispensed or delivered without rigorous safety checks and appropriate cautions.Moreover,

many programs also require evaluations that examine the safety of facilities, equipment, activity

regimens, crowd control practices, and others. To see the importance of safety evaluations in

programs, one need only recall head injuries in football, lost teeth in ice hockey, heat strokes

in a variety of outdoor sports, fires and explosions in school laboratories, fires resulting in

many deaths due to improper fire escapes or fire drills, and fatalities due to faulty school buses

or incompetent bus drivers. The criterion of safety applies to evaluations in all fields and to

evaluations of programs as well as of products and services.

Significance

Another criterion that sometimes comes into play is a program’s significance: its potential

influence, importance, and visibility. Many programs are of only local or short-term interest.

Other programs that have far-reaching implications should be examined and judged on the

significance of their mission and outcomes. Such an assessment can be especially important in

deciding whether and how far to disseminate lessons learned and in helping interested parties

make sound decisions concerning adopting, adapting, and/or disseminating all or particular

aspects of a program. Evaluators should consider the possibility that the program under study

has far-reaching implications outside the local arena and possibly should be evaluated for its

significance over time and in other settings.

Equity

The last generic evaluative criterion to be mentioned here is equity, which is predominantly

tied to democratic societies. It argues for equal opportunities for all people and emphasizes

freedom for all (also see House &Howe, 2000a). In the United States, an educational evaluation

of a public educational service would be incomplete if it did not assess whether the service is

provided for, and made available to, public school students from all sectors of society. This

concept of equity is complex. It is not enough to say that public educational services may be

sought and used by all people. As Kellaghan (1982) has argued, for example, when there is true

equity in education, there will be seven indications of its existence:

1. A society’s public educational services will be provided for all people.

2. People from all segments of the society will have equal access to the services.

3. There will be close to equal participation by all groups in the use of the services.

4. Levels of attainment—for example, years in the education system—will be substantially

the same for different groups.
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5. Levels of proficiency in achieving all of the education system’s objectives will be equivalent

for different groups.

6. Levels of aspiration for life pursuits will be similar across societal groups.

7. The education system will make similar impacts on improving the life accomplishments of

all segments of the population (especially ethnic, gender, and socioeconomic groups) that

the educational system serves.

We assert that equity, in the broadest sense, is an important criterion for all evaluations

that involve delivering programs to groups of people.

Operationalizing Our Definition of Evaluation

The extended definition of evaluation has provided an expanded look at key generic criteria

for evaluating programs. From the discussion, it is evident that the Joint Committee’s 1994

definition of evaluation and our adaptation focused on generic evaluative criteria are deceptive

in their apparent simplicity. When one takes seriously the root term value, then inevitably

one must consider value perspectives of individuals, groups, and organizations, as well as

information. The combining of these in efforts to reach determinations of the value of

something cannot be ignored. To serve the needs of clients and other interested persons,

the information supplied to support evaluative judgments should reflect the full range of

appropriate values.

We now expand the definition to outline the main tasks in any program evaluation and

denote the types of information to be collected. Our operational definition of evaluation states

that evaluation is the systematic process of delineating, obtaining, reporting, and applying

descriptive and judgmental information about some object’s merit, worth, probity, feasibility,

safety, significance, and/or equity. One added element in this definition concerns the generic

steps in conducting an evaluation. The other new element is that evaluations should produce

both descriptive and judgmental information.

It is important to note that the work of evaluation includes both interface/communica-

tion and technical tasks. In regard to the interface aspects, evaluators communicate with clients

and other stakeholders in the interest of planning relevant evaluations; conveying clear, timely

findings; and assisting with use of the findings. To ensure an evaluation’s relevance and impact,

the evaluator needs to effectively engage stakeholders in the evaluation’s planning and use.

The technical tasks are concerned with the research aspects of an evaluation: the collection,

organization, analysis, and synthesis of information. Evaluators need to be competent in both

the communication and technical aspects of evaluation (also see Stevahn, King, Ghere, &

Minnema, 2005). This competence is best acquired through formal courses and experiences

in planning, conducting, and reporting on a wide range of evaluations. We have characterized

the work of evaluation in four tasks: delineating, obtaining, reporting, and applying. Part Four

of this book addresses these process tasks in detail.

Delineating

The delineating task entails the evaluator’s interacting with the client and other program

stakeholders. The aim here is to focus the evaluation on key questions, identify key audiences,
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clarify pertinent values and criteria, determine information requirements, project needed

analyses, construct an evaluation budget, and effect contractual agreements to both govern and

facilitate the evaluation work. Basically, the delineating task encompasses effective, interactive

communication involving evaluator, client, and other interested parties and culminates in

negotiated terms for the evaluation. Particular areas of needed expertise include audience

analysis, listening, developing rapport, interviewing, situational and cultural analysis, values

clarification, conceptualization, proposal development, negotiation, contracting, and budget-

ing. The results of these actions should set the stage for the ensuing data collectionwork. In fact,

delineating activities extend throughout the evaluation in response to the program’s changing

circumstances, identification of new audiences, continuing interaction with stakeholders, and

emerging information needs. Moreover, a delineation process that is carried out thoroughly

and professionally establishes a basis for essential trust and rapport between an evaluator and

a client group.

Obtaining

The obtaining task encompasses all of the work involved in collecting, correcting, organizing,

analyzing, and synthesizing information. Key areas of required expertise are research design,

sampling, measurement, interviewing, observation, site visits, archival studies, case stud-

ies, focus groups, photography, database development and management, statistics, content

analysis, cost analysis, policy analysis, synthesis, and computer technology. Program evaluators

need expertise in these and related technical areas to provide clients with sound, meaningful,

and creditable information. Results of the obtaining work are grist for preparing and presenting

oral and printed evaluation reports.

Reporting

In the reporting task, the evaluator provides the client and other audiences with feedback.

Typically such work includes preparing and delivering interim oral and printed reports,

multimedia presentations, press releases, printed final reports, and executive summaries, as

well as ongoing informal exchanges with the evaluation’s client and, often, stakeholders.

The point of all such reporting activities is to communicate effectively and accurately the

evaluation’s findings in a timely manner to interested and right-to-know audiences and

to foster effective uses of evaluation findings. Reporting activities, in various forms, occur

throughout and after completion of an evaluation (Coryn, 2006). Particular areas of needed

expertise arewriting, formatting reports, editing, information technology, oral communication,

leading of group discussions, and dissemination. Effective reporting sets the stage for applying

the evaluation findings.

Applying

The applying task is under the control of the client and other users of the evaluation.

Nevertheless, the evaluator should at least offer to assist in the application of findings. Such

assistance might be follow-up workshops, a critique of the client group’s plans to apply

findings, coordination of focus group deliberations, or responses to questions from the client
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or other users. We have found that clients appreciate this kind of assistance from evaluators.

It is seen as a continuation of the evaluation itself, provided that the initiative comes from

the client after the evaluator offers this “rounding-off ” service. Assisting in the sound use

of evaluation findings requires forethought and funding. In starting an evaluation, therefore,

the evaluator and client should consider the possibility of the evaluator’s involvement in the

application stage and should plan, budget, and contract for such follow-up assistance as

appropriate. To be effective in supporting the application of evaluation findings, evaluators

need to be knowledgeable about principles and procedures of effective change and research

on evaluation use (see also Alkin, Daillak, & White, 1979; Patton, 1997, 2008). Also, they

need skills in the areas of communication, consulting, group process, and counseling (see also

Dewey, Montrosse, Schröter, Sullins, & Mattox, 2008).

Descriptive and Judgmental Information

The final major feature of our operational definition of evaluation concerns the nature of

information included in evaluations. From experience, we know that sound, useful evaluations

are grounded in descriptive and judgmental information. In general, audiences for evaluation

reports want to knowwhat programwas evaluated, howwell it was carried out, and how good it

was, requiring the evaluator to collect and report both descriptive and judgmental information.

Descriptive Information A final evaluation report should describe a program’s goals, plans,

funding, staffing, operations, and outcomes objectively (that is, as factual statements). As

much as possible, the descriptive information should be kept separate from judgments of the

program. Relatively pure, dispassionate descriptions of a program are needed to help evaluation

audiences know, for example, what the evaluated program was like, how it was staffed and

financed, how it operated, howmuch time was required for implementation, howmuch it cost,

and what would be required to replicate it. The evaluator also has a vested interest in getting a

clear view of the program apart fromhow other observers judged it. This is especially important

when interpreting a program’s outcomes and judging its success. For example, in judging the

effects of a community’s immunization program on childhood diseases, an evaluator needs to

determine and report the extent to which the pertinent inoculations were administered to all

the targeted children as planned. If they were not, the deficient outcome more likely is due to

poor program implementation than defects in the program plan.

Judgmental Information Beyond the collection of descriptive information, it is equally

important to gather, assess, and synthesize judgments of a program. According to the values-

oriented definition of evaluation given earlier, sound evaluations involve judging an evaluand

against a set of values. Values-oriented feedback can be a vital, positive force when it is

integral to development, directed toward identifying strengths as well as weaknesses, focused

on improving the evaluand, and grounded in evidence or at least experience with the program.

Appropriate sources of judgments include program beneficiaries, program staff, pertinent

experts, and (of course) the evaluator, among others. Such judgments are typically reached
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through the integration or synthesis of facts (that is, descriptive information) and values, or the

synthesis of multiple statements of value (Coryn, 2007; Davidson, 2005; Scriven, 1991, 1993).

HowGood Is Good Enough? How Bad Is Intolerable? How Are
These Questions Addressed?

Many evaluations carry a need to draw a definitive conclusion or make a definite decision

on quality, safety, or some other variable. For example, funding organizations regularly have

to decide which proposed projects to fund, basing their decisions on these projects’ relative

quality, costs, and importance compared with other possible uses of available funds (also see

Coryn, Hattie, Scriven, & Hartmann, 2007; Coryn & Scriven, 2008; Scriven & Coryn, 2008). For

a project already funded, the funding organization often needs to determine after a funding

cycle whether the project is sufficiently good and important to continue or increase its funds.

In trials, a court has to decide whether the accused is guilty or not guilty. In determinations of

how to adjudicate drunk-driving charges, state or other government agencies set decision rules

concerning the level of alcohol in a driver’s blood that is legally acceptable. These examples are

not just abstractions. They reflect true, frequent circumstances in society in which evaluations

have to be definitive and decisive.

The problemof how to reach a just, defensible, clear-cut decision never has an easy solution.

In a sense, most protocols for such precise evaluative determinations are arbitrary, but they are

not necessarily capricious. Although many decision rules are set carefully in light of relevant

research and experience or legislative processes, the rules are human constructions, and their

precise requirements arguably could vary, especially over time. The arbitrariness of a cut score

(for example, a score that classifies scores above it [the cut line] as good and those below it

as unsatisfactory) is also apparent in different 𝛼 (alpha) and 𝛽 (beta) levels that investigators

may invoke for determining statistical significance. Typically, 𝛼 is set, by convention, at 0.05

or 0.01, but it might as easily be set at 0.06 or 0.02. In spite of the difficulties in setting

and defending criterion levels, societal groups have devised workable procedures that more

or less are reasonable and defensible for drawing definitive evaluative conclusions and mak-

ing associated decisions. These procedures include applying courts’ rules of evidence and

engaging juries of peers to reach consensus on a defendant’s guilt or innocence; setting

levels for determining statistical significance and statistical power; using fingerprints and DNA

testing todetermine identity; rating institutionsor consumerproducts; ranking jobapplicants or

project proposals for funding; applying cut scores to students’ achievement test results; polling

constituents; grading school homework assignments; contrasting students’ tested performance

with national norms; appropriating and allocating available funds across competing services;

and charging an authority figure with deciding, or engaging an expert panel to determine, a

project’s future. Although none of these procedures is beyond challenge, as a group they have

addressed society’s need for workable, defensible, nonarbitrary decision-making tools (also see

Cizek & Bunch, 2007).

Some of these procedures have in common the advance setting of cut scores, standards,

or decision rules. In the United States, for example, it is known in advance that all twelve
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(or sometimes six) members of a jury must vote “guilty” for a defendant in a criminal trial to

be found guilty beyond a reasonable doubt. Advance determinations of criteria and acceptable

levels also apply to evaluations of new drugs; drunk-driving convictions; and certification of

safe levels in water, air quality, food products, and bicycle helmets, for example.

When it is feasible and appropriate to set standards, criterion levels, or decision rules in

advance, a general process can be followed to reach precise evaluative conclusions. The steps

suggested here would be approximately as follows: (1) define the evaluand and its boundaries;

(2) determine the key evaluation questions; (3) identify and define crucial criteria of goodness

or acceptability; (4) determine as much as possible the rules for answering the key evaluation

questions, such as cut scores and decision rubrics; (5) describe the evaluand’s context, cultural

circumstances, structure, operations, and outcomes; (6) take appropriatemeasurements related

to the evaluative criteria; (7) thoughtfully examine and analyze the obtained measures and

descriptive information; (8) follow a systematic, transparent, documented process to reach the

needed evaluative conclusions; (9) subject the total evaluation to an independent assessment;

and (10) confirm or modify the evaluative conclusions.

Although this process is intended to provide rationality, rigor, fairness, balance, and

transparency in reaching evaluative conclusions, it rarely is applicable to most of the program

evaluations treated in this book. This is so because often one cannot precisely define beforehand

the appropriate standards and evaluative criteria, plus defensible levels of soundness for each

one and for all as a group. So how do evaluators function when they have to make plans,

identify criteria, and interpret outcomes without the benefit of advance decisions on these

matters? There is no single answer to this question. More often than not, criteria and decision

rules have to be determined along the way. We suggest that it is often best to address the issues

in defining criteria through an ongoing, interactive approach to evaluation design, analysis,

and interpretation and, especially, by including the systematic engagement of a representative

range of stakeholders in the deliberative process.

What Are Performance Standards? How Should They Be Applied?

Often evaluation is characterized as comparing a performance to a standard (see also Fournier,

1995; Scriven, 1980). Constructing or setting performance standards is the process of setting

one or more cut scores against which the performance of something is judged, with the cuts

score(s) representing two or more states, conditions, or degrees of performance. Cut scores

divide a distribution of performances into two or more discrete categories. So, for example,

in the case where only a single cut score is set, its application results in the creation of

only two possible performance categories, such as pass or fail (for example, for issuing a

driver’s license or a license to practice medicine or law). In some contexts, however, multiple

cut scores may be required, the application of which results in the creation of more than

two performance categories. Here, such cut scores are exemplified by the method used in a

typical grading system (that is, A, B, C, D, or F) or that used for the National Assessment of

Educational Progress (that is, advanced, proficient, or basic). Such classification methods can

most easily be described as approaches that are either norm referenced or criterion referenced.
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Norm-referenced methods include those whereby a distribution of a norm group’s scores

on a variable of interest is established and used to determine where the score of a separate

evaluand places in the normative distribution, such as how far the obtained score is above or

below themean of the normative distribution’s scores. Such norms-based conclusions typically

are expressed in the evaluand’s percentile rank against the normative distribution’s table

of scores. In contrast to norm-referenced methods of standard setting, and more commonly

used, are criterion-referencedmethods.With criterion-referencedmethods of standard setting,

performancedoesnotdependonhowwell otherobjectsperform.Criterion-referencedmethods

are also sometimes referred to as absolute methods, in contrast to the relativistic nature of

norm-referenced methods.

The concept of criterion-referenced assessment is perhaps clearest in the judging of

livestock, cats, and dogs, where associations of breeders publish the standards for partic-

ular breeds. Similarly, the sports of diving, gymnastics, and figure skating have published

standards against which to judge performances by athletes. However, observers often view

with disdain the lack of transparency, reliability, and validity of rendered judgments. The

problems are even more acute in most standards-based program evaluations in which there

are no juried, published standards for particular classes of programs. In such cases, evalua-

tors and clients often have to concoct and agree on standards by which to judge particular

programs.

Sometimes clients and their evaluators define behavioral objectives that, among other

things, specify cut scores for distinguishing good performance from poor performance on each

variable of interest. Many problems follow from this practice. The objectives are arbitrary and

often unrealistic. They may not reflect the assessed needs of the intended beneficiaries. They

may be more appropriate for average performers than for very high or low performers. For

example, beneficiaries who already far exceed the cut score standard may find a disincentive

for improvement in the program’s low expectations. At the other end of the distribution,

beneficiaries who are far below the standard may believe it is futile to attempt to reach

the cut score standard, and may consequently give up. Also, cut score standards have a

tendency to narrow a program’s focus; lock it into predetermined objectives; and inhibit it

from responding over time to emergent needs, developments, insights, and opportunities to

exceed past performance.

An alternative to this narrow, preordinate approach to standards-based evaluation (preor-

dinate being a coined term common in evaluation circles signifying rigid, advance stipulation

of an evaluation’s questions, standards for interpreting findings, and measurement and anal-

ysis procedures) is to view the evaluation process as a flexible, creative, evolving, responsive

approach to assessing and supporting the client group’s continuing quest for program improve-

ment. W. Edwards Deming (see Walton, 1986) sold a similar notion to Japanese automobile

manufacturers in the 1970s and helped spawn an amazing trend of continuing improvement in

the quality of automobiles that eventually spread throughout the world. Deming’s notion was

not to attain and continue to achieve at any given level of quality, but continually to strive for

better and better quality. Moreover, the recommended focus was on continuously improving

the quality of manufacturing processes under the assumption (which proved true) that this
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would result in both improved manufacturing processes and better and better outcomes.

In the education field, W. L. Sanders and Horn (1994) argued similarly that the standard

for educational programs should be continued growth and improvement for every student,

whatever her or his prior level of achievement.

We believe it makes no sense to close the gap between high and low achievers, because

sound education that helps all students reach their fullest potential will inevitably widen the

achievement gap. This claim can be rejected only if one also rejects the claim that humans

vary in abilities and capacities. To do the latter would require discarding society’s huge store

of evidence from research on individual differences.

Why Is It Appropriate to Consider Multiple Values?

Many evaluations face the challenge of multiple value perspectives. This is part and parcel of

the world’s increasingly pluralistic societies. Addressing competing and often conflicting values

and cultures of different members of an evaluation audience is a necessary and difficult task

in evaluations (also see Shadish, Cook, & Leviton, 1991). We would argue that it is the shared

and differential needs of the consumers of a given service that should be ascertained as a basis

for determining what information to collect and what standards to invoke in determining the

worth of that service.

Sometimes an evaluator should address the value conflict issue by separately interpreting

process and outcome information against the distinct sets of values or priorities held by

different segments of the stakeholder population. Moreover, the evaluator might beneficially

seek out and assess alternative programs or services to determine which ones best meet the

needs of different stakeholder groups.

In planning evaluations, evaluators should deal directly with the important matter of

choosing and applying pertinent values (also see Scriven, 1994b, 2007). They should determine

what sets of values will be referenced in interpreting findings and sometimes in searching for

and analyzing program options. Such determinations require evaluators to work within their

basic philosophical convictions—that is, to act with integrity. Evaluators also should take into

account a program’s mission and the pertinent cultures, values, needs, and priorities of the

program’s leaders as well as impactees and other stakeholder groups. In issuing evaluative

conclusions or putting forward assessments of alternative programs, evaluators should report

the employed values and explain why they were chosen.

Addressing conflicting values is not an easy task for evaluators, if for no other reason than

that they are not the sole arbiters of one set of values over another. Our advice is, first, never

to take the side of one group rather than another’s and, second, to take a dispassionate view of

the needs of differing value groups and work toward the formulation of a sound set of guiding

values that reflects integrity and the interests of the different parties to the evaluation. That

being said, evaluators should not set aside their basic values, such as those concerning human

rights. They should not proceed with an evaluation if doing so would aid and abet unethical or

immoral decisions and actions. Clearly, an evaluator should decline an evaluation assignment

if it is alien to his or her beliefs about what is sound, moral behavior.
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Should Evaluations Be Comparative, Noncomparative, or Both?

Evaluators may focus on a single product or service or compare it with alternatives. Depending

on the circumstances, an evaluation legitimately may be comparative or noncomparative. A

main consideration is the nature of the audience and what evaluative information it needs.

If the audience is composed of consumers who need to choose a product or service, the

evaluation should be comparative and help consumers learn what alternatives are available and

how they compare on critical criteria. If the audience includes developers or consumers who

are already committed to the development or use of a given program, the evaluation might

focus intensively on the workings of the program and help provide direction for improving it.

Periodically, however, even if a group is firmly devoted to a certain service or product, it might

get a better version from the provider of this service or product or find a better alternative by

opening consideration to other providers, or by engaging in a systematic process of invention

and innovation.

In general,we think that evaluations shouldbe comparative before thepurchaseof aproduct

or service or the beginning of a program, noncomparative during program development or

use of a service, and periodically comparative after development or sustained use to open the

way for improvements or better alternatives. Whether an evaluation should be comparative

depends on the intended uses of the evaluation. If, for example, a selection is to be made

from among alternative programs or uses of resources, then the evaluation should clearly be

comparative.

How Should Evaluations Be Used?

We see four main uses of evaluations: improvement, accountability, dissemination, and

enlightenment.

Formative Evaluations for Improvement

The first use is to provide information for developing a service, ensuring its quality, or

improving it. Evaluations to serve this use typically are labeled formative evaluations (Scriven,

1967). Basically, they provide feedback for improvement. They are prospective and proactive.

They are typically conducted during development of a program or its ongoing operation.

Formative evaluations offer guidance to those who are responsible for ensuring and improving

the program’s quality and who should, in doing so, pay close attention to the nature and

needs of the program’s consumers. In formative evaluations, evaluators assess and assist with

the formulation of goals and priorities, provide direction for planning by assessing alternative

courses of action and draft plans, and guide programmanagement by assessing implementation

of plans and interim results.

Information from a formative evaluation is directed toward improving operations, espe-

cially those that are in the process of development. In the main, formative evaluations serve

quality assurance purposes. In formative evaluations, the evaluator should interact closely with

program staff and provide guidance for decision making. The evaluation plan needs to be



Trim size: 7in x 9.25inStufflebeam c01.tex V2 - 09/01/2014 11:09am Page 22

22 CHAPTER 1–OVERVIEWOF THE EVALUATION FIELD

flexible and responsive. When the main aim is to improve an existing program, the evaluation

should resemble a case studymore than a comparative experiment. In fact, locked-in, controlled

experiments that require random assignment of program participants to alternative program

treatments and keeping treatments stable and unchanging typically prevent the evaluator from

giving to program personnel the ongoing feedback for improvement that is the essence of

formative evaluations.

Summative Evaluations for Accountability

The second main use of evaluations is to produce summative reports (Scriven, 1967). These

are retrospective assessments of such evaluands as completed projects, established programs,

finished products, or services rendered. Summative evaluations typically occur following

development of a product, completion of a program, or end of a service cycle. They draw

together and supplement previously collected information and provide an overall judgment

of the evaluand’s value. Summative evaluations are useful in ascertaining accountability

for successes and failures, informing consumers about the quality and safety of products

and services, and helping interested parties increase their understanding of the assessed

phenomena. Summative evaluation reports are not aimed primarily at the development staff,

but at the sponsor and consumers. The reports should convey a cumulative record of what was

done and accomplished and an assessment of the evaluand’s cost-effectiveness. Information

derived from in-depth case studies and field tests is of interest to audience members in such

situations. Field tests can involve productive use of comparative experiments. In the medical

field, for example, results from double-blind studies comparing a newly developed treatment

or other evaluand to a placebo or another competitive treatment can help potential users

decide whether to use the new contribution. Whereas in general we argue against the use of

experimental design in formative evaluations, it can be useful in some summative evaluations.

This is especially the case in evaluations designed to undergird dissemination of a final product,

service, program, project, or other evaluand. But even then, a randomized experiment is only

part of a sound summative evaluation.

Relationship Between Formative and Summative Evaluations

Table 1.3 summarizes main features of formative evaluation and summative evaluation.

Both formative and summative evaluations are needed in developing and certifying

evaluands, including programs, projects, products, or services; or, in the case of personnel,

they help in developing potential and gauging the extent to which required criteria for

certification, tenure, promotion, and the like are met. Too often, only summative evaluation is

carried out—for judging an evaluand’s past performance. This restricts development processes

and may lead to inadequate or even incorrect conclusions. Subjecting a trainee nurse to an

accountability assessment, for example, while ignoring the obvious advantages of fostering

improvement through formative methodologies is foolish. Similarly, when a new model of an

agricultural combine is being designed and developed, a lack of formative information covering

cost, efficiency, reliability, safety, ease of use, durability, effectiveness, and potential marketing
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Table 1.3 Formative Evaluation and Summative Evaluation

Descriptor Formative Evaluation Summative Evaluation

Purpose Quality assurance; improvement Providinganoverall judgmentof theevaluand
...................................................................................................................................................................................................
Use Guiding decision making Ascertaining accountability for successes and

failures; promotingunderstandingofassessed

phenomena
...................................................................................................................................................................................................
Functions Provides feedback for improvement Informs consumers about an evaluand’s value

(for example, its quality, cost, utility, compet-

itive advantage, and safety)
...................................................................................................................................................................................................
Orientation Prospective and proactive Retrospective and retroactive
...................................................................................................................................................................................................
When conducted During development or ongoing operations After completion of development
...................................................................................................................................................................................................
Particular types of services Assists with goal setting, planning, and man-

agement

Assists consumers in making wise decisions

...................................................................................................................................................................................................
Foci Goals,alternativecoursesofaction,plans, imple-

mentation of plans, interim results

Completed projects, established programs, or

finished products; ultimate outcomes; costs;

side effects
...................................................................................................................................................................................................
Variables All aspects of an evolving, developing program A comprehensive range of dimensions having

todowithmerit,worth,probity,safety,equity,

and significance
...................................................................................................................................................................................................
Audience Managers, staff; connected closely to insiders Sponsors, consumers, and other interested

stakeholders; projected especially to outsiders
...................................................................................................................................................................................................
Nature of evaluation plans Flexible, emergent, responsive, interactive Relatively fixed, not emergent or evolving
...................................................................................................................................................................................................
Typical methods Casestudies,observation, interviews (controlled

experiments typically are inappropriate here)

A wide range of methods, including case

studies,controlledexperiments,andchecklists
...................................................................................................................................................................................................
Nature of reports Periodic, often relatively informal, responsive to

client and staff requests

Containing a cumulative record and assess-

ment of what was done and accomplished, a

comparisonbetween the evaluandand critical

competitors, and a cost-effectiveness analysis
...................................................................................................................................................................................................
Relationshipbetween formativeeval-

uation and summative evaluation

Often forms the basis for and supplements

summative evaluations

Involves compiling, assessing, and building

on previously collected formative evaluative

information

would be disastrous for the manufacturers. Evaluations delayed until the near completion of

an employee’s training and probationary period, or a product’s development, or a project or

program’s implementation, or a service’s full period of delivery may be too late to foster needed

improvements and produce successful outcomes.

The relative emphases of formative and summative evaluations will change according

to the nature of and circumstances surrounding the evaluand. In general, as portrayed in

Figure 1.1, formative evaluation will be dominant in a program’s early stages and less so as

the program matures. Summative evaluation will take over as the program concludes and

certainly will be used after it is completed. All concerned in these evaluations should have a

clear understanding of when and in what circumstances formative evaluation may give way to

summative evaluation. The conclusion should not be drawn, however, that all evaluations fall
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Figure 1.1 Relationship Between Program Life Cycle and Evaluation Purpose

into one or both categories. Many of the evaluation approaches depicted later in this book can

be used for formative purposes, summative purposes, or both. Moreover, additional purposes

(such as programmonitoring) have been put forth, and have been widely debated (for example,

Chen, 1996; Patton, 1996; Scriven, 1993, 1996;Wholey, 1996), yet we believe that formative and

summative evaluations adequately reflect the large majority of work that evaluators engage in.

Stake (1969) made an interesting observation, apropos the relationship between for-

mative and summative evaluations, that formative evaluations are closely connected to

“insiders”—that is, program developers—whereas summative evaluations are of more interest

to “outsiders”—that is, the potential users of the developing (or developed) programs. This does

not assume that formative evaluations are necessarily undertaken by internal personnel or that

summative evaluations are always conducted externally. A wide array of factors, such as time-

lines, finances, and the competency of personnel to undertake evaluations, will often determine

whether evaluations, either formative or summative, are internal or external. The dominant

question to be answered is whether the process and findings are credible. Ideally, internal

summative evaluations are subjected to external audits (see Chapter 25 on metaevaluations).

Finally, formative evaluations often form the basis for summative evaluations. If this is to

occur, both the evaluators and those who commission the studies must agree and also make

clear to all involved that a formative evaluation will be conducted and used to form the basis

for a subsequent summative evaluation. It should also be recognized that on occasion, the

soundness and utility of a formative evaluation may be strengthened by the intervention of

interim summative evaluations (usually carried out by external personnel) at critical points

of a program’s development. Such interplay between separately conducted formative and

summative evaluations requires sound professional collaboration, which is a hallmark of good

evaluation practice. (For other dimensions of this topic, see “Why Are Internal Evaluation

Mechanisms Needed?” later in this chapter.)
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Evaluations to Assist Dissemination Efforts

The third use of evaluations is to help developers disseminate proven practices or products and

help consumersmake wise adoption or purchasing decisions. Here the evaluatormust critically

compare the service or product with competitors. Perhaps the best example of evaluations

aimed at serving dissemination and informing adoption decisions are those found in Consumer

Reports. Each issue of this well-known monthly magazine provides independent evaluations of

alternatives for consumer products and services: automobiles, insurance policies, mortgages,

breakfast cereals, chain saws, refrigerators, computers, cameras, cell phones, restaurant chains,

supermarket chains, hotel chains, and house paints, to name just a few. The unique feature of

evaluations for dissemination is their focus on questions of practical interest to consumers. In

Parts Two and Three, we describe Michael Scriven’s consumer-oriented evaluation approach,

which is predominately premised on a product model of evaluation.

A more recent example is the numerous evidence-based repositories, including the

Campbell Collaboration, Cochrane Collaboration, and What Works Clearinghouse, among

many others, that have become increasingly commonplace in the last few decades as mech-

anisms for using evaluation results to disseminate effective practices or products (Coryn,

Tarsilla, & Hobson, 2010). These repositories largely provide information about the results

of meta-analyses and randomized controlled trials in health and medicine, human and social

services, and education. In part, these repositories emerged due to the climate of increasingly

scarce resources and greater demands for accountability, in which policymakers and those in

practice-based disciplines and professions have been seeking high-quality, nonarbitrary, and

defensible evidence for formulating, endorsing, and, occasionally, enforcing best policies and

practices (Flay et al., 2005).

Evaluations to Foster Enlightenment

The fourth use of evaluations is to foster enlightenment, or new understandings arising from

evaluations (also seeChelimsky, 1997; Patton 1997, 2008). Basically, evaluation and research are

different enterprises. Evaluators attempt to consider all criteria that apply in determining value,

whereas researchers may be restricted to the study of selected variables that are of interest in

testing theory, diagnosing problems, or answering particular questions. Evaluations typically

involve subjective approaches and are not as tightly controlled and subject to manipulation

as is the typical research investigation. However, efforts over a period of time to evaluate a

program or set of similar programs may produce information of use in evolving and testing

theory. Certainly evaluation results often should and do lead to focused, applied research

efforts and sometimes to development of institutional or social policies. Hence, we believe

that in planning studies, evaluators should consider how their findings might contribute to

new insights in matters of interest to theorists, policymakers, and scientists, especially through

formulation of testable hypotheses. With some forethought, careful planning, and appropriate

budgeting, evaluations may serve not only to guide operating programs, sum up and assess

their contributions, and lead to the dissemination of effective products and services but also to

address particular research, theory, or policy questions.
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Why Is It Important to Distinguish Between Informal Evaluation
and Formal Evaluation?

By this point, it should be clear that program evaluation is a demanding field of practice. At

the same time, everybody essentially evaluates constantly, whether making choices about the

trivial or the critical (see also Posavac & Carey, 2003). We believe it is important to distinguish

formal evaluation from informal evaluation. In fact, the distinction is at the root of the need

for and emergence of the evaluation profession. Just as most individuals employ home reme-

dies and over-the-counter medications in addressing their minor ailments, almost everybody

recognizes that some health issues require diagnosis and treatment by competent physicians

in accordance with the standards of the medical profession. Similarly, many evaluations can

and must be conducted on an informal basis, whereas others require a rigorous, systematic

approach, often including an independent perspective.

Informal Evaluations

Everybody performs informal evaluations whenever judging and making decisions about the

things observed, thought about, interactedwith, or being considered for purchase. For example,

we do this when purchasing food, cars, tools, refrigerators, computers, computer programs,

stocks, correspondence courses, insurance policies, or termite protection services. Depending

on the nature of the evaluand, one might look for options, read labels, consult friends who have

pertinent experience, form a committee or task group to deliberate on the evaluative questions

of interest, call the Better Business Bureau, consult other consumer information sources,

search the Internet for consumers’ assessments of items purchased, or try out something

before deciding to keep it. These are all good and appropriate evaluative moves and fit

within our general conception of informal evaluation. The conduct of informal evaluations,

however, is prone to haphazard data collection, crediting and using propaganda and other

forms of misinformation, errors of judgment, strong influence by salespersons, acting on old

preferences or prejudices, relying on out-of-date information, depending on an inadequate or

biased sample of customer feedback, or making expedient choices. In many cases, the steps in

an informal evaluation are unsystematic, lacking in rigor, and based on biased perspectives.

Thus, informal evaluations typically offer a weak basis for convincing decision makers and

others of the validity of evaluation findings and the appropriateness of ensuing conclusions

and recommendations. We can get by with weak, informal evaluations when only we have to

pay the price and abide by the consequences. Better, more formal evaluations are called for

when there is a need to inform critically important decisions, especially ones that will affect

many people, require substantial expenditures, or pose substantial risk.

Formal Evaluations

In accordance with the definition of evaluation given earlier, formal evaluations should be

systematic and rigorous. By the term systematic, we refer to evaluations that are relevant,

designed and executed to control bias, kept consistent with appropriate professional standards,
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documented, reported to right-to-know audiences, and otherwise made useful and defensible.

Especially, we define formal evaluations as ones that are held up to scrutiny against appropriate

standards of the evaluation profession. The kind of formal evaluationwe are promoting requires

systematic effort by one or more persons who have the requisite evaluation competencies.

We do not disparage the informal evaluations that are part and parcel of everybody’s daily

life, any more than we would advise people not to make prudent use of home remedies and

over-the-counter medications. Moreover, not all formal evaluations need to be conducted by

outside evaluation experts. What is required is that those conducting the evaluation meet the

standards of the evaluation field. In Chapter 3 we summarize professionally developed guiding

principles for evaluators (AEA, 2004); professional standards for program evaluations (Joint

Committee, 1981, 1994, 2011); and the U.S. government auditing standards (U.S. General

Accounting Office, 2002; U.S. Government Accountability Office, 2003, 2007). Building on

these, this book is designed to help evaluation and research students, practicing evaluators,

evaluation clients, researchmethodologists, and other interested parties attain the perspectives

and basic level of proficiency required to undertake defensible formal evaluations grounded in

professional standards and principles for practice.

HowDo Service Organizations Meet Requirements for Public
Accountability?

We cannot stress too strongly that society is dependent on sound evaluations to obtain safe,

high-quality goods and services from a wide range of professionals and the organizations in

which they work. Such organizations include school districts, universities, research centers,

hospitals, government departments, charitable foundations, churches, community service

organizations, and others. Any operatives should deliver services that are of high quality, up

to date, safe, efficient, fairly priced, honest, and generally in the public interest. To meet

accountability requirements, each profession, public service area, and society should regularly

subject services to formal evaluations. Some evaluation work is appropriately directed at

regulation and protection of the public interest. This work should be conducted by independent

bodies, including government agencies, accrediting boards, and external evaluators. Equally

important are the formative and summative evaluations of services that professionals and

other service providers and their organizations themselves conduct. These internal or self-

evaluations are an important aid to continually scrutinizing and improving services and also

supplying data needed by independent or external evaluators.

Accreditation

A wide range of accrediting organizations periodically assess the performance of member

organizations against formally established standards. Typical accreditation evaluations are

grounded in clear accreditation criteria and guidelines for self-assessment. In the accreditation

process, the institution or program to be evaluated proceeds by conducting a lengthy process

of self-assessment, typically lasting at least a year. A team of external evaluators, appointed
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by the accrediting organization, then reviews the self-report, conducts a site visit, and writes

an independent evaluation report. The accrediting organization subsequently uses the report

to make decisions on whether, to what extent, and for what period the subject institution or

program is to be accredited and submits its report to the institution or program. Typically

accreditation is awarded for a finite period, such as five years. The accrediting body then

updates its publicly available list of accredited institutions or programs. In some cases,

provisional accreditation is provided pending corrective actions by the assessed institution or

program. A prime accreditation criterion often is that the subject institution or program will

operate an internal evaluation mechanism and make use of its findings.

Why Are Internal Evaluation Mechanisms Needed?

Some large school districts, medical schools, foundations, and government agencies maintain

well-funded and adequately staffed evaluation offices, and their evaluators have succeeded in

helping their institutions be accountable to constituents, obtain guidance for planning and

administering their services, win grants and contracts, and meet requirements of accrediting

organizations or other oversight bodies. To keep their services up to date and ensure that they

are effectively and safely meeting their clients’ needs, service institutions and programs should

continually obtain pertinent evaluative feedback. This process includes studying the outcome

and treatment needs of their clients; evaluating relevant approaches that are being proposed

or used elsewhere; evaluating the performance of personnel; closely monitoring and assessing

the delivery of services; assessing immediate and long-term outcomes; and searching for ways

to make services more efficient, effective, and safe. Conducting such internal evaluations is

a challenging task. The credibility of internal evaluation is enhanced when it is subjected

periodically to metaevaluation (Scriven, 1969b; Stufflebeam, 1978, 2001c; also see Chapter 25),

in which an independent evaluator evaluates and reports publicly on the quality of internal

evaluation work. Such independent metaevaluation also provides direction for strengthening

the internal evaluation services. Optimally, metaevaluations are both formative and summative.

Chapter 26 provides in-depth information on how organizations may institutionalize and

mainstream a systematic process of internal evaluation.

Why Is Evaluation a Personal as Well as an Institutional Responsibility?

Even if an organization has a strong internal evaluation unit, every professional in the

organization needs to engage in systematic evaluation. There is no escaping the fact that

evaluation is a personal as well as an organizational responsibility. Offices of evaluation

and accrediting firms can help organizations meet their major responsibilities in regard

to continuous evaluation and accountability. An office of evaluation can also provide an

organization’s staff with in-service training and technical support in evaluation. However, all

professionals bear responsibility for formally evaluating their own performance. It is in their

interest to do so, because evaluation is an essential means of finding out and acting on what

is going right and wrong. Moreover, conducting and acting on sound evaluation constitute a

fundamental part of what it means to be a professional—amember of an established profession
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who continually works to deliver better services. We hope this book will both inspire and

assist individual professionals and other service providers as well as evaluation students

and specialists, enabling them to develop evaluation competencies and effectively carry out

systematic evaluations.

What Are theMethods of Formal Evaluation?

One aspect that distinguishes formal evaluation from informal evaluation is the area ofmethod-

ology. When we move our consideration away from evaluations that involve quick, intuitive

judgments toward those that entail rigorously gathered findings and effective communication,

wemust necessarily deal with the complex areas of epistemology, rules of evidence, information

sciences, research design, measurement, statistics, communication, and some others. Many

principles, tools, and strategies within these areas are pertinent to systematic evaluation. The

well-prepared evaluator will have a good command of concepts and techniques in all these areas

and will stay informed about potentially useful technological developments. Evaluators who

would exert leadership and help advance their profession should contribute to the critiquing

of existing methods and the development of new ones.

Over the years, many evaluators have exclusively chosen and used—even championed—a

narrow set of techniques. Some evaluators have equated evaluation with their favorite

methods—for example, experimental design, standardized testing, surveying, case studies,

site visits by teams of experts, or participant observation. Other leaders have sharply attacked

narrow views of which methods are appropriate and argued for a broader, more eclectic

approach, which is where we find ourselves (also see Mark, Henry, & Julnes, 2000). A key

point in the latter position is that the use of multiple methods and perspectives enhances the

dependability of inferences and conclusions and yields appropriate levels of circumspection.

Webelieve that evaluators should knowabout awide range of pertinent techniques andhow

well they apply in different evaluation contexts. Then, in each evaluation, they can assess which

techniques are potentially applicable andwhichmost likelywouldwork best and in combination

to serve the given study’s particular purposes. Among the technical areas in which we think the

professional evaluator should be proficient are proposal writing, research design, budgeting,

contracting, scheduling, system analysis, logic models, interviewing, focus groups, survey

research, case studies, content analysis, observation, checklists, goal-free evaluation, advocate

teams, test construction, rating scales, database development and management, statistical

analysis, cost analysis, technical writing, and project administration.

What Is the Evaluation Profession, and How Strong Is It?

The formal profession of evaluation emerged only during the last third of the twentieth

century. In so short a time period, this young profession has made remarkable progress, but

it still has far to go. The evaluation field now has national and state professional societies

of evaluators; annual conventions; a substantial literature and knowledge base, including

numerous professional journals (also see Coryn, 2007) and a wide range of theoretical and
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technical books; specializedWeb sites; discussiongroups, blogs, and listservs (also seeChristie&

Azzam, 2004); master’s and doctoral programs (also see LaVelle & Donaldson, 2010); institutes

and workshops on specialized evaluation topics (for example, the Evaluators’ Institute, which

presents annual training sessions in specific evaluation procedures); client organizations that

fund a wide range of evaluations; evaluation companies; guiding principles for evaluators;

and standards for program, personnel, and student evaluations. These are substantial gains

considering the field’s status in 1964, when it had none of these elements. The evaluation field

is still immature, however, when compared with established professions, such as medicine,

law, engineering, and accounting, and other service areas, such as those of master plumbers,

licensed electricians, and dental hygienists. In particular, the evaluation field lacks some of

the hallmarks of a mature profession. For example, membership in AEA is open to anyone

regardless of training and expertise in evaluation. Furthermore, the field has no mechanisms

for certifying or licensing competent evaluators (also see S. C. Jones & Worthen, 1999;

Worthen, 1999), although the Canadian Evaluation Society began a credentialing effort for

evaluators in 2010. Despite the field’s substantial progress, clients of evaluation have no formal

means of determining which self-proclaimed evaluators have been certified as competent. And

even though evaluations are widely recognized as essential to the health of any organization,

acceptance of tertiary training to gain qualifications as an evaluator is lagging worldwide. The

evaluation field’s stature and credibility are threatened by its lack of professional certification

and quality control. This is especially so because there is “much gold in the evaluation hills,”

and because, in our experience, all too often ill-prepared evaluators obtain high-cost contracts

to conduct evaluation assignments for which they lack the needed expertise.

What Are theMain Historical Milestones in the Evaluation Field’s
Development?

The evaluation field has evidenced only modest efforts to systematically record and analyze its

history (for example, Shadish & Luellen, 2005). Any profession, to effectively serve its clients,

must evolve in response to changing societal needs and in consideration of theoretical and

technical advancements. Unless the members of a profession develop and maintain a historical

perspective on their work, they are likely to persevere in using a stagnant conception of their

role, not to remember valuable lessons of the past, not to stimulate and contribute to innovation

in their field, and all too frequently to return to deficient methods of the past. It has been said

often that those who do not learn from their history are doomed to repeat it.

In this section we focus on the history of the program evaluation field, especially as

evaluation theory and practice have evolved in the area of education (Stufflebeam, Madaus, &

Kellaghan, 2000).3 We believe this is appropriate and will be instructive, because the profession

of evaluation developed earliest and most heavily within the field of education. We provide

only a brief historical sketch, noting the most significant developments in educational program

evaluation.

Our historical analysis is grounded in the seminal work of Ralph W. Tyler (described

later in this book), who is often spoken of as the father of educational evaluation. Using his
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initial contributions as the main reference point, we have identified six major periods: (1) the

Pre-Tylerian Period, which includes developments before 1930; (2) the Tylerian Age, which

spans 1930 to 1945; (3) the Age of Innocence, which runs from 1946 to 1957; (4) the Age of

Realism, which covers years 1958 through 1972; (5) the Age of Professionalism, which includes

developments from 1973 to 2004; and (6) the Age of Global and Multidisciplinary Expansion,

from 2005 to the present.

The Pre-Tylerian Period: Developments Before 1930

Systematic evaluation was not unknown before 1930, but it was not a recognizable movement.

In the mid-1840s in the United States, the common method of assessing student learning and

the quality of instruction was an annual oral examination conducted by school committees.

Because of a desire formore dependable inspections of schools, in 1845 Boston replaced the oral

exams with the first systematic school survey using printed tests. Horace Mann championed

this approach and advised Boston to base school policies on factual results from testing the

eldest class in each of the city’s nineteen schools. The committee running the survey faced

problems similar to those seen in today’s large testing programs. In particular, teachers felt

threatened because they knew that their students’ test scores would be viewed as an indicator

of their teaching competence.

The initial tests reflected the curriculum of the day, mainly requiring abstract renderings

consistent with the prevalent Puritan philosophy. They were chalk-and-slate or quill-and-

paper tests, requiring students mainly to recall facts but, in a minor way, also to demonstrate

application of what they had learned. Members of the school committees administered the

tests during six hours over two days. Test results overall were discouraging. Reports contained

a brief, often negative evaluative statement about each school. Mann saw these newmethods of

inspecting schools as impartial, thorough, and accurate in assessingwhat pupils had been taught

and lauded their use in arriving at independent judgments of schools. In today’s language, we

could say he judged the new evaluation approach as meeting conditions of objectivity, validity,

and reliability. Although the Boston survey spawned similar examination projects elsewhere

in the United States, it was not until the end of the nineteenth century that end-of-semester

printed tests became a common feature in schools nationwide.

It is generally recognized that Joseph Rice conducted the first formal educational program

evaluation in the United States. An education reformer who provided educational administra-

tors in New York City with leadership, Rice in 1895 launched the most ambitious plan ever

undertaken to collect data on education. His goal was to confirm that student learning was

deficient. Over the next decade, he obtained test scores in spelling and mathematics from

about sixteen thousand students. A key finding was that the amount of time spent on spelling

each day related little to spelling achievement. The Boston and Rice surveys gave publicity to

the survey technique as a means of collecting and analyzing data to help identify and correct

deficiencies in the schools and form sound educational policies. Its use in the twentieth century

was evident in the 1915 publication of the Cleveland Education Survey. Sponsored by the

Survey Committee of the Cleveland Foundation, the twenty-five-volume report assessed every
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aspect of the school system and was heralded as the most comprehensive study of an entire

school system ever completed.

The dawning of the twentieth century saw the emergence of yet another approach to

evaluation. In applying the concepts of efficiency and standardization to manufacturing,

Frederick Taylor had found standardization to contribute to efficiency and assurance of

consistent quality in manufactured products. Taylor’s success in manufacturing influenced

leaders in education to seek standardization and efficiency in schools. Consequently, under the

leadership of Edward Thorndike and others, educators launched the now massive enterprise

of standardized testing. They believed that standardized tests could check the effectiveness

of education and thereby show the way to more efficient student learning. Technology for

measuring student achievement and other human characteristics developed strongly in the

United States, Great Britain, and some other countries throughout the twentieth century,

and, in this century, continues to be developed and widely applied. Educators and the public

have often looked to scores from standardized tests as a basis for judging schools, programs,

teachers, and students. Nevertheless, perhaps no other educational practice has generated so

much criticism and controversy as has standardized testing, especially when high stakes have

been attached to the results (American Evaluation Association Task Force on High Stakes

Testing, 2002).

As a countermovement to rigid testing practices, a progressive education movement

developed during the 1920s that espoused the ideas of John Dewey and even earlier writers.

Travers (1983) stated the matter extremely well:

Those engaged in the progressive education movement viewed the new emphasis on

standardized achievement testing as a menace to everything they hoped to accomplish.

Theywanted tomake radical changes in the curriculum, but the standardized tests tended to

encourage the retention of the established curriculum content. They wanted to emphasize

the development of thinking skills, but the tests placed emphasis on the memorization

of facts. They wanted to emphasize self-evaluation, with the child’s own evaluation of

himself as the point from which progress should be measured, but the achievement testers

encouraged a competitive system in which a child was judged in terms of his position in

a group. The use of criterion-referenced tests was minimal in the 1920s and 1930s, and

although such tests would have answered this last criticism of the progressive educators, it

would not have resolved even a small fraction of the misgivings that the progressives had

about the new achievement testing. (p. 144)

Despite a continuing flow of criticism, the use of objective achievement tests has continued

to expand. The limitations of tests in measuring important educational outcomes, such as

abilities to understand, apply, and critique, often are discounted in favor of obtaining quick

and easy measures. In the service of educational evaluation, large-scale testing programs

have been extremely expensive. We also judge them as grossly inadequate for assessing

programs and institutions on merit, worth, probity, feasibility, significance, safety, and equity.
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Objective testing can play a useful role in educational program evaluations, but it can provide

only a small part of the needed information.

Although program evaluation has only recently been identified as a field of professional

practice, this account illustrates that systematic program evaluation is not a completely

recent phenomenon. Some of the modern evaluation work (testing commissions, surveys,

accreditation, and experimental comparison of competitors) continues to draw from ideas and

techniques that were applied long ago.

The Tylerian Age: 1930 to 1945

In the early 1930s Tyler coined the term educational evaluation and published a broad and

innovative view of both curriculum and evaluation. Over about fifteen years, he developed his

ideas until they constituted an approach that provided a clear-cut alternative to other views

(Madaus, 2004; Madaus & Stufflebeam, 1988).

What mainly distinguished his approach was its concentration on clearly stated objectives.

In fact, he defined evaluation as determining whether objectives have been achieved. In light

of this definition, evaluators were supposed to help curriculum developers clarify the stu-

dent behaviors that were to be produced through the implementation of a curriculum. The

resulting behavioral objectives were then to provide the basis for both curriculum and test

development. Curriculum design was thus influenced away from the content to be taught and

toward the student behaviors to be developed. The technology of test development was to be

expanded to provide for tests and other assessment exercises referenced to objectives as well

as those referenced to individual differences and national or state norms.

During the 1930s the United States, as well as the rest of the world, was in the depths of the

Great Depression. Schools and other public institutions had stagnated from a lack of resources

and optimism. Just as Franklin Roosevelt tried to lead the American economy out of this abyss

through his New Deal program, Dewey and others tried to help education become a dynamic,

innovative, and self-renewing system. Called progressive education, this movement reflected

the philosophy of pragmatism and employed the tools of behavioral psychology.

Tyler was drawn into this movement when he was commissioned to direct the research

component of the now famous Eight-Year Study (E. R. Smith & Tyler, 1942), which was

designed to examine the effectiveness of certain innovative curricula and teaching strategies

being employed in thirty schools throughout theUnited States. The study is noteworthy because

it helped Tyler at once expand, test, and demonstrate his conception of educational evaluation.

Through this nationally visible study, Tyler was able to publicize what he saw as clear-

cut advantages of his approach over others. Because Tylerian evaluation involves internal

comparisons of outcomeswith objectives, it does not require costly and disruptive comparisons

between experimental and control groups. The approach concentrates on direct measures of

achievement, as opposed to indirect approaches thatmeasure such inputs as quality of teaching,

number of books in the library, extent of materials, and community involvement. Tylerian

evaluations need not be heavily concerned with reliability of differences between the scores
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of individual students, and they typically cover a wider range of outcome variables than

those covered by norm-referenced tests. Tyler’s arguments were well received throughout

American education, and by the mid-1940s Tyler had set the stage for exerting a heavy

influence on how educators and other program evaluators viewed evaluation for the next

twenty-five years.

The Age of Innocence: 1946 to 1957

In the ensuing years, Tyler’s recommendations were more discussed than applied. Throughout

American society, the late 1940s and 1950s were a time to forget the war, leave the depression

behind, build and expand capabilities, acquire resources, and engineer and enjoy a good life.

We might have called this era the Period of Expansion, except that there was also widespread

complacence in regard to serious societal problems. We therefore think this time is better

referred to as the Age of Innocence, or even as the Age of Social Apathy.

More to the point of educational evaluation, there was expansion of educational offerings,

personnel, and facilities. New buildings were erected. New kinds of educational institutions,

such as community colleges, emerged. Small school districts consolidated with others to

provide the wide range of educational services that were common in larger school systems:

mental and physical health services, guidance, food services,music instruction, expanded sports

programs, business and technical education, and community education. Enrollment in teacher

education programs ballooned, and college enrollment generally increased dramatically.

This general scene in society and education was reflected in educational evaluation.

Although there was great expansion of education, society had no particular interest in

holding educators accountable, identifying and addressing the needs of the underprivileged,

or identifying and solving problems in the U.S. education system. Although educators wrote

about evaluation and collected considerable data, they seem not to have related these efforts

to attempts to improve educational services. This lack of a mission carried over into the

development of the technical aspects of evaluation as well. There was considerable expansion

of tools and strategies for applying the various approaches to evaluation: testing, comparative

experimentation, operationalizing objectives, and comparing outcomes and objectives. As a

consequence, educators were provided with new tests and test scoring services, algorithms for

writing behavioral objectives, taxonomies of objectives, new experimental designs, and new

statistical procedures for analyzing educational data. But these contributions were not derived

from any analysis of what information was needed to assess and improve education, and they

were not an outgrowth of school-based experience.

During this period, educational evaluations were, as they had been previously, primarily

the purview of local school districts. Schools could do evaluation or not, depending on local

interest and expertise. Federal and state agencies had not yet become deeply involved in

the evaluation of programs. Funds for evaluations came from local coffers, foundations, or

professional organizations. This lack of external pressure and dearth of support for evaluations

at all levels of education would end with the arrival of the next period in the history of

evaluation.
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The Age of Realism: 1958 to 1972

The Age of Innocence in evaluation came to an abrupt end in the late 1950s and early

1960s with the call for evaluations of large-scale curriculum development projects funded by

federal monies. Educators would find during this period that they no longer could do or not

do evaluations as they pleased, and that further development of evaluation methodologies

would have to be grounded in concern for accountability, usability, and relevance. Their rude

awakening during this period would mark the end of an era of complacency and help launch

profound changes, guided by the public interest and dependent on taxpayermonies for support,

which would help evaluation expand as an industry and into a profession.

The federal government responded to the Russian launch of Sputnik I in 1957 by enacting

the National Defense Education Act of 1958. Among other things, this act provided for new

educational programs inmathematics, science, and foreign languages and expanded counseling

and guidance services and testing programs in school districts. A number of new national

curriculum development projects, especially in science and mathematics, were established.

Eventually funds were allocated to evaluate these programs.

Four approaches to evaluation were represented in the evaluations done during this

period. First, the Tylerian approach was used to help define objectives for the new curricula

and to assess the degree to which the objectives were later realized. Second, new nationally

standardized tests were developed to better reflect the objectives and content of the new

curricula and to begin monitoring the educational progress of the nation’s youth (L. V. Jones,

2003). Third, the professional judgment approach typically engaged experts to rate proposals

and make periodic site visits to check on the efforts of contractors. Finally, many evaluators

studied curriculum development efforts through the use of controlled field experiments.

In the early 1960s some leaders in educational evaluation realized that their work and their

results were not particularly helpful to curriculum developers or responsive to the questions

about the programs being raised by those who wanted to assess their effectiveness. The “best

and the brightest” of the educational evaluation community were involved in these efforts

to evaluate the new curricula; they were adequately financed, and they carefully applied the

technology that had been developed during the past decade or more. Despite all this, they

began to recognize that their efforts were not succeeding.

This negative assessment was well reflected in a landmark article by the educational

psychologist Lee Cronbach (1963). In looking at the evaluation efforts of the recent past,

he sharply criticized the guiding conceptualizations of evaluation for their lack of relevance

and utility and advised evaluators to turn away from their penchant for evaluations based

on comparisons of the norm-referenced test scores of experimental and control groups.

Cronbach counseled evaluators to reconceptualize evaluation not in terms of a horse race

between competing programs, but instead as a process of gathering and reporting information

that could help guide curriculum development. Cronbach argued that analysis and reporting of

test item scores would be likely to prove more useful to teachers than the reporting of average

total scores. Initially, Cronbach’s counsel and recommendations went largely unnoticed except

by a small circle of evaluation specialists. Nonetheless, his article was seminal, containing
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hypotheses about new approaches to conceptualizing and conducting evaluations that were to

be developed and tested within a few years.

TheWar onPovertywas launched in 1965. It was grounded in the previous pioneeringwork

of Senator Hubert Humphrey and the charismatic leadership of President John F. Kennedy

before his untimely death in 1963. President Lyndon Johnson subsequently picked up the reins

and used his great political skill to get this landmark legislation passed. Its programs poured

billions of dollars into reforms aimed at equalizing and upgrading opportunities for all U.S.

citizens across a broad array of health, social, and educational services. The expanding economy

enabled the federal government to finance these programs, and there was widespread support

throughout the nation for developing what President Johnson termed the Great Society.

Accompanying this massive effort to help those in need was a concern in some quarters that

the investments might be wasted if appropriate accountability requirements were not imposed.

In response to this concern, Senator Robert Kennedy and some of his colleagues in

Congress amended the Elementary and Secondary Education Act of 1965 to include specific

evaluation requirements. As a result, Title I of that act (aimed at providing compensatory

education to disadvantaged children) specifically required each school district receiving funds

under this title to evaluate Title I projects annually using appropriate standardized test data

and thereby to assess the extent to which the projects had achieved their objectives.

This requirement, with its specific reference to standardized test data and an assessment of

congruence between outcomes and objectives, reflects the state of the art in educational evalu-

ation at that time, which was based largely on the use of standardized educational achievement

tests and superficially on Tyler’s objectives-based approach. More important, the require-

ment forced educators tomove their concern for educational evaluation from the realmof theo-

ry and supposition into the realm of practice and implementation.When school districts began

to respond to the evaluation requirements of Title I, they quickly found that the existing con-

cepts, tools, and strategies employed by their evaluators were largely inappropriate for the task.

Available standardized tests had been designed to rank-order students of average ability;

they were of little use in diagnosing needs and assessing the gains of disadvantaged children

whose educational development lagged far behind that of theirmiddle-class peers. Furthermore,

these tests were found to be relatively insensitive to differences between schools and programs,

mainly because of their psychometric properties and content coverage. Instead of being

measures of outcomes directly relating to a school or a particular program, these tests were

at best indirect indicators of learning, measuring much the same traits as general ability tests

(Kellaghan, Madaus, & Airasian, 1982).

The use of standardized tests entailed another problem, because it conflicted with the

precepts of the Tylerian approach. Because Tyler recognized and encouraged differences in

objectives from locale to locale, thismodel became difficult to adapt to nationwide standardized

testing programs. To be commercially viable, these standardized testing programs had to

overlook, to some extent, objectives stressed by particular locales in favor of objectives stressed

in the majority of districts.

Also, the Tylerian rationale itself proved inadequate to the evaluation task. There was

insufficient information about the needs and achievement levels of disadvantaged children to
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guide teachers in developingmeaningful behavioral objectives for this population of learners. In

retrospect, the enormous investment school districts across the United States made in training

and leading educators to write behavioral objectives was largely unsuccessful and a waste of

much time and money. Typically educators learned how to meet the technical requirements

of good behavioral objectives. However, these technically sound statements of objectives often

proved to be of little practical use in that they did not reflect empirical assessments of the needs

and problems of the students to be served. When the teachers actually met their students,

they often found it prudent to set aside as irrelevant the objectives that had been so carefully

prepared in advance of the project.

Attempts to isolate the effects of Title I projects through the use of experimental and

control group designs also failed. Typically such studies showed “no significant differences”

in achievement between treated Title I students and comparison groups. This approach was

widely tried but was doomed not to succeed. Title I evaluators could not begin to meet

the assumptions required by experimental designs. For example, they usually could not, in a

timely manner, obtain valid measures; could not hold treatments constant during the study

period; and legally could not randomly assign Title I (disadvantaged) students to control and

experimental groups. When the finding of no results was reported, as was generally the case,

there was little information on what the treatment was supposed to be and often no data on

the degree to which it had in fact been implemented. Also, the emphasis on pre- and posttest

scores diverted attention from consideration of the treatment or of treatment implementation.

This hugely expensive experiment in testing the utility and feasibility of experimental design

evaluations in the Title I program demonstrated rather decisively that this technique is not

amenable to evaluating highly dynamic, field-based, generalized assistance programs, especially

in the course of such programs’ development.

As a result of growing disquiet concerning evaluation efforts and consistently negative

findings, Phi Delta Kappa set up the National Study Committee on Evaluation (Stufflebeam

et al., 1971). After surveying the scene, this committee concluded that educational evaluation

was seized with a great illness and called for the development of new theories and methods of

evaluation as well as for new training programs for evaluators. This committee’s indictment of

educational evaluation practice was consistent with a study of government-sponsored evalua-

tions by Guba (1966) and an analysis of the Title I evaluation efforts by Stufflebeam (1966b).

At the same time, many new conceptualizations of evaluation began to emerge. Provus

(1969), Hammond (1967), Eisner (1975), andMetfessel andMichael (1967) proposed reformu-

lations of the Tylerian model. R. Glaser (1963), R. W. Tyler (1967), and Popham (1971) pointed

to criterion-referenced testing as an alternative to norm-referenced testing. D. L. Cook (1966)

called for the use of system analysis techniques to evaluate programs. Scriven (1967, 1974);

Stufflebeam (1967); Stufflebeam et al. (1971); and Stake (1967) introduced newmodels for eval-

uation that departed radically from prior approaches. These conceptualizations stemmed from

recognition of the need to evaluate goals, look at inputs, examine implementation and delivery

of services, and measure intended as well as unintended program outcomes. Developers of

these new approaches also emphasized the need to make (or collect) judgments about the

merit and/or worth of the object being evaluated.
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The late 1960s and early 1970s were vibrant with descriptions, discussions, and debates

concerning how evaluation should be conceived. The chapters in Part Three deal in depth

with the alternative approaches that began to take shape during this period. Lessons had been

learned, often by uneasy experience.

The Age of Professionalism: 1973 to 2004

Beginning in about 1973, the field of evaluation began to crystallize and emerge as a distinct

profession in its own right—related to, but quite distinct from, its forerunners of research and

testing. The field of evaluation has advanced considerably as a profession, yet it is instructive

to consider the development in the Age of Professionalism in the context of the field in the

previous period.

In the late 1960s and early 1970s, evaluators faced an identity crisis. They were uncertain

of their role—whether they should be researchers, testers, reformers, administrators, teachers,

consultants, or philosophers. What special qualifications, if any, they should possess was

unclear. There were no professional organizations dedicated to evaluation as a field, nor

were there specialized journals through which evaluators could exchange information about

their work. Essentially no literature about evaluation existed, except for unpublished papers

that circulated through a small underground network of scholars. There was a paucity of

pre-service and in-service training opportunities in evaluation. Articulated standards of good

practice were confined to educational and psychological tests. The field of evaluation was

amorphous and fragmented. Many evaluations had been conducted by untrained personnel

or research methodologists who had tried unsuccessfully to fit their experimental methods

to evaluations (Guba, 1966). Evaluation studies were fraught with confusion, anxiety, and

animosity. Evaluation as a field had little stature and no political clout.

Against this backdrop, the progress made by evaluators in professionalizing their field

beginning in the 1970s is quite remarkable. Many universities now offer at least one course

in evaluation methodology (as distinct from research methodology). A few—including the

University of Illinois, the University of California at Los Angeles, the University of Min-

nesota, the University of Virginia, Claremont Graduate University, and Western Michigan

University—have developed graduate programs in evaluation (LaVelle & Donaldson, 2010).

Even so, theWesternMichiganUniversity program is theworld’s only interdisciplinary doctoral

program in evaluation (Coryn, Stufflebeam, et al., 2010).

Increasingly, the field has looked to metaevaluation (Scriven, 1975; Stufflebeam, 1978,

2001c) as a means of ensuring and checking the quality of evaluations. In 1981 the Joint Com-

mittee issued standards for judging evaluations of educational programs, projects, andmaterials

and established a mechanism by which to review and revise the standards and assist evaluators

in using them. This review process has worked effectively, leading the Joint Committee to

produce the second edition of The Program Evaluation Standards in 1994 and the third

edition in 2011.4 Moreover, publication of the Joint Committee’s first edition of The Personnel

Evaluation Standards in 1988, followed by the second edition in 2009, signaled advancement

in methods for assessing systems for evaluating personnel. In addition, the Joint Committee
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released The Student Evaluation Standards in 2003. Several other sets of standards with

relevance for evaluation also have been published, the most important being AEA’s Guiding

Principles for Evaluators (2004) and the U.S. Government Accountability Office’s Government

Auditing Standards (U.S. General Accounting Office, 2002; U.S. Government Accountability

Office, 2003, 2007). Many new techniques and methodological approaches have been intro-

duced for evaluating programs, as described in Part Four of this book. Themost comprehensive

treatment of the state of the art in educational evaluation so far is the International Handbook

of Educational Evaluation (Kellaghan & Stufflebeam, 2003).

The Age of Global and Multidisciplinary Expansion: 2005 to the Present

When the first edition of this book was being completed in 2006 (Stufflebeam & Shinkfield,

2007), it was realized that the evaluation field had already entered a new, recognizable age.

Here, we label it the Age of Global and Multidisciplinary Expansion and arbitrarily have set

its beginning as about 2005. As noted earlier, there are now over fifty professional evaluation

societies in countries throughout the world (for example, France, Norway, Sri Lanka), many

of which were established during this period. Moreover, the growing evaluation profession

encompasses a wide range of disciplines and evaluators from various disciplinary perspectives

and backgrounds who increasingly are exchanging information, studying in interdisciplinary

degree programs, working on evaluation projects together, publishing together, and meeting

together in broadly focused evaluation conventions and meetings. The last type of interaction

is reflected in the Evaluation Conclave in southern Asia, which held its first conference in New

Delhi, India, in 2010. As previously alluded to, the Canadian Evaluation Society initiated its

Credentialed Evaluator (CE) designation in 2010, with designation meaning that the holder

has provided adequate evidence of having obtained the education and experience required to

be considered a competent evaluator.

Our own experience at Western Michigan University and elsewhere is applicable here,

because in 2003 we established the first Interdisciplinary PhD in Evaluation program (Coryn,

Stufflebeam, et al., 2010).Thisprogram’s instructors, advisers, and studentshavebackgrounds in

such diverse disciplines as nursing, substance abuse treatment, sociology, social work, business,

community development, economics, education, engineering, psychology, chemistry, public

administration, statistics, and political science. The evaluation-related learning experiences of

both students and faculty members are greatly enhanced by students’ conducting fieldwork

projects together. Also in 2004, under Scriven’s leadership, the IDPE program established

the open-access, online Journal of MultiDisciplinary Evaluation, originally modeled after

the Harvard Law Review. This journal has been widely subscribed to across disciplines

and internationally. Clearly, the evaluation profession is becoming increasingly pervasive in

disciplines and nations across the world.

During this period, many evaluation sponsors in the United States and elsewhere have

returned to requiring so-called evidence-based evaluation methods. Generally, these are pat-

terned after the evidence-based practice model in medicine (that is, randomized controlled

trials). This approach is now often required for evaluating both independent and feder-

ally sponsored initiatives charged with identifying effective interventions (U.S. Government
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Accountability Office, 2009). The reemerging federal requirements for applying experimental

design mirror similar requirements that were previously advocated by Campbell and others

in the 1960s (Campbell & Stanley, 1966). Also during this period, many alternative eval-

uation models and approaches, developed and prescribed in earlier periods in the history

of evaluation, have gained greater prominence, legitimacy, and application. Among these

are transformative evaluation, appreciative inquiry, participatory evaluation, empowerment

evaluation, and theory-driven evaluation (Coryn, 2009).

It also isnotable thatduring this periodmany long-standingdisagreements amongmembers

of the evaluation community have resurfaced. In particular, disagreements about appropriate

methods for inferring cause-and-effect relationships between programs and their outcomes as

well as the persistent quantitative-qualitative debate (T. D. Cook, Scriven, Coryn, & Evergreen,

2010; Donaldson&Christie, 2005; Donaldson, Christie, &Mark, 2009), which for a short period

diminished, have again intensified in the field. Relatedly, many international organizations,

such as theWorld Bank and similar entities, which historically have relied on experimental and

econometric methods of evaluation, have slowly begun a shift toward participatory evaluation,

theory-driven evaluation, self-evaluation, and other alternative models and approaches for

evaluating their humanitarian efforts. Also, the U.S. Government Accountability Office (2007)

intensified its position that audits and other evaluations of federal programs must meet

requirements for independence and objectivity.

Summary

In this chapter we have made the following points:

• Societies and their institutions require formal, systematic evaluations, as distinguished from

everyday, informal evaluations (which are inevitable and also often lacking in reliability).

• The definitions of formal evaluation we provided are keyed to values (merit, worth, and

probity); assessment criteria; and needed interface/communication and technical tasks.

• Key criteria for judging programs include quality, accomplishments, side effects,

responsiveness to assessed needs, cost-effectiveness, probity, safety, sustainability,

transportability, and others.

• The main functions of evaluation are formative and summative.

• Basically, noncomparative approaches are appropriate for evaluating programs under

development, whereas comparative approaches often are needed to evaluate completed

programs.

• Evaluation is a profession that serves all other professions and draws from the full range of

disciplines.

• Professionalism requires one to obtain and use evaluation to increase competence and

improve services.

• The professionalization of evaluation over time has been tied closely to the field of edu-

cation and has occurred across the Pre-Tylerian Period, the Tylerian Age, the Age of
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Innocence, the Age of Realism, the Age of Professionalization, and the Age of Global and

Multidisciplinary Expansion.

• Evaluations themselves must be assessed against the standards of the evaluation field—for

example, those developed by the Joint Committee and theU.S. Government Accountability

Office.

REVIEWQUESTIONS

1. List, contrast, and discuss the benefits and limitations of formal evaluations.

2. Explain and give examples of evaluation’s symbiotic relationships with other fields.

3. Cite what you see as the pros and cons of defining evaluation as a process of comparing

outcomes to objectives and, conversely, the pros and cons of defining evaluation as the

systematic assessment of merit and worth.

4. Summarize this chapter’s stated rationale for employing values clarification in program

evaluations; list and explain key issues in clarifying the values held by a program’s

stakeholders; and then list steps that you see as potentially effective for clarifying

stakeholder values and applying them to reach evaluative conclusions.

5. Describe an example of how members of U.S. society were put at risk or harmed due to

the failure of responsible parties to heed and act on the findings of an evaluation.

6. Cite some reasons why evaluators should search for side effects.

7. Suppose you want to increase your competence to conduct program evaluations. List and

give examples of the main categories of skills you would seek to acquire, and discuss how

you believe you could best obtain these skills.

8. Define what is meant by the terms merit and worth. Then, from your experience, write

an example of a program or other entity that possessed merit but not worth. Describe

how merit and worth were assessed. Explain why assessments of worth are dependent on

context.

9. Give examples of cases that require comparative evaluations. Give examples of other cases

that require only noncomparative evaluations.

10. Compare and contrast the terms formative evaluation and summative evaluation. Give an

example of each of these evaluation roles.

Group Exercises

This section is designed to support group discussion of key issues addressed in this chapter.

Each exercise summarizes a particular case, then provides instructions for the group’s analysis

of and response to the case. After your group’s members have read an exercise, engage in

discussion to arrive at your group’s response to the particular assignment.
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Exercise 1

The head of a large state government department has found himself under political pressure

to commission an evaluation of each of the four divisions of his department. None of

these divisions has ever been evaluated except in the most cursory fashion, and then only

sporadically.What is evident to stakeholders (the public) is that services of all four departments

are costly but inadequate, and that the poor quality of delivery is causing growing frustration.

Realistic financial provisions and timelines have been made available for this major evaluation,

according to the head of the department. Suppose your group has been selected to conduct

the evaluation. Outline the important early decisions you would need to make about key

aspects of the evaluation; the kinds of initial understandings you would need to reach with the

head of the department and division heads; and the kinds of assurances you would seek and

give so that a successful evaluation can eventuate.

Exercise 2

A superintendent of a small school district is beset with problems relating to the introduction of

a new state-mandated science program for grades 7 through 9. She has heard of both formative

and summative evaluation processes, but has little grasp of their functions and possible benefits

if applied to the new science program. Your services are engaged to give the superintendent a

thorough understanding of what constitutes formative and summative evaluation. Outline the

relevance of either form of evaluation to the superintendent’s problems, suggest a circumstance

under which formative evaluation might lead to summative evaluation, and state the kind of

cooperation an evaluation team would find essential to completing a successful evaluation.

What advice do you give the superintendent?

Exercise 3

As a group, identify two studies: one that meets the requirements of a sound research

investigation but not those of a summative evaluation, and one that meets the requirements of

a sound summative evaluation. Then construct a matrix that shows the main distinctions and

similarities between the two types of studies. Subsequently, discuss whether the distinctions

your group identified are real and important.

Exercise 4

As a group, list points for use in explaining the essential differences between informal and

formal evaluation, and also between formative and summative evaluation.

Notes

1. The Joint Committee is a standing committee that was established in 1975. Its approximately eighteen

members have been appointed by about fifteen professional societies in the United States and Canada

that are concerned with improving evaluations in education. The committee’s charge is to develop
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standards for educational evaluations. So far, it has created standards for evaluations of educational

programs, personnel, and students. This book’s first author was the committee’s founding chair.

2. Although the Joint Committee expanded its definition of evaluation in the third edition of The

Program Evaluation Standards (2011, p. xxv), we prefer the 1994 definition and refer to it throughout

the chapter.

3. This section on the history of educational evaluation is largely based on a previous account by

Stufflebeam, Madaus, and Kellaghan (2000), which included Madaus’s incisive analysis of the early

history of educational testing and evaluation.

4. The initial 1981 edition was titled Standards for Evaluations of Educational Programs, Projects, and

Materials. For convenience, however, throughout this book we refer to all three editions as The

Program Evaluation Standards and by the year of publication.
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CHAPTER 2

EVALUATION THEORY

LEARNING OBJECTIVES

In this chapter you will learn

about the following:

• The role of theory in advancing the

evaluation discipline

• The contrast between an evaluation

theory and an evaluation approach or

model

• Program evaluation theory as only one

of many types of evaluation theories

• Definitions of sound evaluation theory

and its components

• Alternative sets of criteria for judging

an evaluation theory

• The rationale for viewing theory

development as a creative process

that defies prescriptive approaches

• An assessment of progress toward

developing validated theories of

program evaluation

• The importance and difficulties of

considering context in theories of

program evaluation

• Illustrative hypotheses to be tested in

the course of developing a theory of

program evaluation

• The potential uses of grounded theory,

professional evaluation standards, and

metaevaluations in testing and

improving evaluation theories

This book’s central purpose is to present an organized

summary of the major contemporary approaches to pro-

gram evaluation, followed by guidelines for applying the

approaches. As background for these tasks, this chapter

addresses the fundamental issue of evaluation theory. We

believe that in the ongoing development of the evalua-

tion field, evaluation approaches should be assessed and

improved toward the goal of meeting the requirements of

a sound theory (N. L. Smith, 1993). Given that goal, there

is a need for evaluation scholars and evaluation graduate

students to contribute to developing and validating sound

evaluation theory. In this chapter we present our case for

the needed evaluation theory development, andwe suggest

concepts, definitions, criteria, and related ideas for assist-

ing with that work. This chapter’s discussion is framed

generally in terms of overall evaluation theory but con-

centrates more specifically on program evaluation theory.

Later in the book, we refer back to this chapter to iden-

tify dimensions for use in characterizing and evaluating a

range of different program evaluation approaches.

General Features of Evaluation Theories

It is possible to distinguish between general and specific

theories of evaluation. A general metatheory of evaluation

would characterize the nature of evaluations, regardless of

subject matter, time, and space (Fournier, 1995; Scriven,

1991; Shadish, Cook, & Leviton, 1991). Such a general the-

ory would cover a wide range of evaluations; denote their

modal characteristics, including the logic and processes of

evaluative discourse; and describe in general how evalua-

tions should be assessed and justified. Specific theories of
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evaluationwould havemany of the same characteristics as a generalmetatheory, but theywould

be delimited to account for evaluations that are restricted to particular types of evaluands,

substantive areas, locations, or time periods.

It is important to note that theories focused on program evaluations constitute only

one part of the general area of evaluation theory. Other parts include, for example, theories

concerned with evaluations of personnel, commercial products and services, organizations,

manufacturing, governance, policies, and even evaluation theories. Further divisions of eval-

uation theory are possible when one considers a range of disciplines. One could generate

theories of different types of program evaluations—for example, evaluations of educational,

social, economic, environmental, missionary, foreign aid, law enforcement, national defense,

fundraising, engineering, and business programs. It would therefore be possible to consider

general and specific theories of evaluation for the evaluation field as a whole or for any of its

subareas.

In general, the evaluation profession spans evaluations of all sectors of society. All sectors

employ programs, that is, interrelated sets of goal-directed activities. It is in both public

and private interests to evaluate programs to enhance prospects for success and help ensure

accountability to sponsors and constituents. Program evaluation crosses many disciplines

and fields of service, is one of the most fully developed and important parts of the broader

evaluation field, and is worthy of close study.

Providing a comprehensive view of the development of program evaluation theory is

not as challenging as analyzing theory in more mature fields, such as economics, physics,

jurisprudence, and psychotherapy. Although evaluation theorists have advanced creative and

influential models and approaches for conducting program evaluations, these constructions

have not been accompanied by a substantial amount of related empirical research. Conse-

quently, no vast body of evidence exists on the functioning of different evaluation approaches.

This is so partly because the young evaluation field has been engaged in theory development

during a much shorter period of time than have more mature professions. Also, program

evaluation scholars tend to be pragmatists (Scriven, 1998). Rather than trying to understand

the relationships among variables in program evaluations as they play out in the real world,

these scholars have concentrated on providing evaluators with new evaluation approaches and

tools designed to improve evaluation practice.

Basically, program evaluation scholars have sought to develop approaches that assist

evaluators in designing and carrying out useful, defensible program evaluations. For the most

part, the program evaluation scholars and other evaluation researchers have not systematically

generated and tested propositions from their conceptualizations of program evaluation nor

used such findings to improve those conceptualizations (N. L. Smith, 1993). Thus, the program

evaluation field lacks a sufficient body of research and steadily improving theories flowing from

an ongoing process of rigorous, empirically grounded theory development. Nevertheless, the

creative, influential constructions of a range of conceptual leaders in evaluation are intriguing,

have been influential, and are worthy of scrutiny. They might aptly be termed “pre-theories”

or “emergent theories.” We do most of our analysis of these constructions in Parts Two and

Three of this book when we describe and examine various evaluation approaches.
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Theory’s Role in Developing the Program Evaluation Field

Program evaluation, an important field of professional practice, is in its early stages of

development. Only recently has the broader society (especially in the United States and

Canada) begun to recognize evaluators as members of an identifiable, creditable profession.

Like all other professionals, members of this emergent field need to study and continually

improve their services. Their aim should be to produce a science of program evaluation—one

that not only is grounded in ongoing conceptualization and rigorous testing of theory-based

propositions but also continually improves. Theory often has been cited as one of the most

useful of all things because it informs practice (Lewin, 1952). Reciprocally, feedback from

practice is needed to validate and strengthen theories.

Use of perhaps overly narrow evaluation theories can lead to certain negative as well

as positive consequences. On the one hand, for example, the theory that defined evaluation as

the process of determining whether specific objectives have been achieved misled evaluators

for decades as they focused only on intended outcomes, not on the crucially important side

effects seen in many programs or on context and process. On the other hand, when Ralph

W. Tyler introduced his famous objectives-based approach to evaluation in the 1930s, he

provided a valuable service by giving educators a framework for systematically determining

whether educational innovations were achieving their stated goals (Madaus & Stufflebeam,

1988). We see in this paragraph’s apparent contradiction about the value of objectives-

based evaluation that theories have positive and negative influences, may have differential

utilities reflecting the conditions and needs in different eras, should be subjected to ongoing

examination and reformulation, and should be recommended for use only if appropriate caveats

are observed.

Another example of the ability of theories to mislead is seen in the shackling position, held

by many influential parties especially in the 1960s and 1970s, that most program evaluations

should employ strict experimental research methods, especially as applied in laboratories.

Historically, this proposition, often backed by government mandates and funding restrictions,

had a crippling, wasteful influence on the practice of program evaluations. Over the past

three decades, evaluation leaders have made compelling arguments against such sweeping

requirements (for example, Guba, 1969; Schwandt, 2004; Stake, 1975b, 1988), and many

proponents of the approach have counseled that it be used only when circumstances make

it a viable option. Here we see that program evaluations are embedded in societal dynamics

and highly subject to political forces. It follows that sound program evaluation theories should

account for cultural context and relevant political dynamics.

In fact, program evaluation theorists have sometimes played dissident roles in the

development of the program evaluation discipline. In their own times, some of the field’s

creative leaders have been rebels: rebels against the philosophy of evaluation as a value-free

science, against the philosophy of positivism, against the designation of laboratory experimen-

tal methods as the gold standard of field studies, against the penchant for pursuing scientific

adequacy in evaluations to the exclusion of utility, and against the dominance of standardized

testing in evaluating educational programs.
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Fortunately, the program evaluation field has been blessed with a number of creative

theorists who not only attacked what they saw as debilitating traditions in evaluation but also

advanced alternative conceptualizations. Among these are Robert Stake (1976), who called for

responsive rather than preordinate evaluations; Michael Scriven (1973), who advocated goal-

free evaluation as a countermeasure to the narrowness of goals-based evaluation; Lee Cronbach

(1982), who advocated contingency-based evaluation, with an emphasis on generalizability; and

Egon Guba (1978; Guba & Lincoln, 1989), who proposed a naturalistic approach as opposed to

the still in-vogue experimental design approach (also see Donaldson, Christie, & Mark, 2009).

These theorists have contributed to profession-wide dialogue on themeaning of evaluation and

its appropriate uses in real-world settings (also see T. D. Cook, Scriven, Coryn, & Evergreen,

2010; Davidson, 2007; Donaldson & Christie, 2005).

Functional and Pragmatic Bases of Extant Program
Evaluation Theory

It is important to note that these and other evaluation theorists largely drew their ideas

from practical experience (also see Chelimsky, 1998). They remained close to field experience

data, drew their creative reconstructions based on these data, and maintained a functional

orientation. The differences among the constructions of the program evaluation theorists no

doubt stem in part not only from their different worldviews and philosophies but also from their

different evaluation experiences (also see Alkin, 2004). The historical link between theoretical

contributions and practical application has remained evident throughout the development of

the program evaluation field. Theorists’ conduct of evaluations in widely differing settings no

doubt heavily influenced their different constructions of program evaluation. This fact argues

strongly that program evaluation theories should direct evaluators to take explicit account of

the contextual conditions surrounding their evaluations.

The fact that leading evaluation theorists have never totally embedded their work in

the mainstream of empirical research methodology has had several important implications

for the program evaluation field. On the one hand, it has tended to free program evaluation

theory from the grip of conventional modes of thought and preconceptions concerning the

conduct of field studies. By being relatively uninvolved in the ongoing institution of formal

scientific inquiry, program evaluation theorists have more easily been able to question or

reject assumptions that were patently accepted by traditional laboratory researchers and to

make creative contributions. On the other hand, this lack of involvement has also freed them

from some of the discipline of and responsibility for reasonably systematic and organized

formulation and testing of hypotheses, which are the heritage of the well-socialized laboratory

researcher. One of our main reasons for writing this chapter is that although we believe

evaluation theorists need to continue producing creative, even rebellious conceptualizations

of evaluation approaches, we feel that they also must proceed to derive and formally test

theoretical propositions about the proper, effective conduct of evaluation, and then reformulate

their theories pursuant to the obtained empirical evidence.
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AWord About Research Related to Program Evaluation Theory

Several recent investigations have looked at the extent to which evaluation practitioners have

applied theorists’ recommended program evaluation approaches in practice (for example,

Birckmayer & Weiss, 2000; Christie, 2003; Coryn, Noakes, Westine, & Schröter, 2011; Cullen,

Coryn, & Rugh, 2011; R. L. Miller & Campbell, 2006). Christie (2003), for example, addressed

this issue by developing a framework to compare reported practices of eight evaluation theorists

with reported practices of a group of practitioners who had been evaluatingCalifornia’s Healthy

Start Program. Essentially she wanted to learn something about whether evaluation practice

mirrors evaluation theory. In response to her survey, a small percentage of practitioners

reported using any of the eight theorists’ approaches to evaluation. Datta (2003) reported that

this finding was consistent with those from a few other studies, which found that practicing

evaluators pay little attention to recommended theoretical approaches to evaluation. Datta

warned, however, that the existing evidence on this issue was thin and had noteworthy

limitations, especially a lack of generalizability.

Whether or not Christie’s findings (2003) hold under further investigation, we think they

raise additional fundamental questions. If it is generally true that evaluators do not apply

evaluation theory, then it is important to ask why they do not. Perhaps the approaches are not

sufficiently articulated for practical use, or the practitioners are not competent to carry them

out, or the approaches lack convincing evidence that their use produces the needed evaluation

results. Or it is possible that evaluators become so accustomed to using only one approach or

very few that they become complacent and indifferent to the value of alternative models. Such

considerations as examining, using, and contributing to theory may not feature prominently,

if at all.

We think the first three explanations are plausible and should be studied. The third

explanation has particular salience for this chapter. It seems understandable that practitioners,

however well trained in the discipline of evaluation, would be unlikely to apply, and to continue

to apply, any evaluation theory unless research had shown that when the theory is applied

correctly, its use produces sound evaluation results.

An analogy from medicine may help clarify this point. Consider the theory of heart

transplant surgery first developed at theMayo Clinic. It would have been unthinkable to advise

the wide body of heart surgeons to transplant hearts using this new approach before Michael

DeBakey and other prominent heart surgeons had thoroughly tested the procedure and shown

it to succeed. Also, dissemination of this practice should have been restricted to surgeons

who were properly trained and certified. Indeed, a finding from a study that surgeons in general

were not employing the new heart transplant procedure would have brought welcome relief.

Although applications of House’s deliberative democratic approach (House & Howe,

2000a, 2000b, 2000c) or Patton’s utilization-focused evaluation (1997, 2008)—discussed in

later chapters—do not portend possible dire outcomes similar to those of heart transplant

surgery, the same principles apply. Theoretical approaches in any profession should be carefully

researched and validated prior to advocating their widespread use, and those who are to apply
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the approaches should be specifically trained and certified as competent in their correct

application. These principles are hallmarks of any mature profession. From Christie’s report

(2003), it seems clear that evaluation participants in her sample were not thoroughly trained in

the theoretical approaches being researched and maybe not in the logic and methodology of

program evaluation in general. Quite possibly the findings from her study are more indicative

of the primitive state of training and certification for evaluators and dissemination of new

evaluation approaches than of the adequacies, inadequacies, and applicability of theoretical

approaches to program evaluation.

Nevertheless, we acknowledge that the practice of evaluation is and should be pervasive.

Informal or amateur evaluation is important, and the evaluation profession should offer

conceptual, technical, and training assistance to service providers who have to conduct many

of their own evaluations. To undergird this assistance, the evaluation field should develop,

disseminate, and provide training in validated theories of evaluation.

Program Evaluation Theory Defined

Most of this book deals with program evaluation models or approaches and not the more

advanced notion of program evaluation theories. We use the term program evaluation

model to refer to an evaluation theorist’s idealized conceptualization for conducting program

evaluations. The experience born of trial and error, pragmatism, field practice, an ability to

develop concepts creatively, and other factors may have contributed to theory underpinning

a particular program evaluation model. Whatever the causes, members of the evaluation

field have made substantial progress in developing program evaluation models, and these

are valuable. Like theories, evaluation models and approaches also need careful scrutiny and

testing. Parts Two and Three of this book are devoted to a critical review and analysis of

the major program evaluation approaches (including those referred to as “models”). Although

some writers would characterize those approaches as prescriptive theories, we have reserved

the term theory for creatively developed yet more rigorously tested conceptualizations of

program evaluation.We value the contributions of the evaluationmodel developers but believe

the program evaluation field should seek a higher standard when determining what constitutes

a theory of program evaluation. We have thus set more demanding requirements for theories

than for evaluation models and approaches.

We find the following definition of a program evaluation theory to be useful (but not

sufficient) for considering the scope and rigor required by sound theories of programevaluation.

Aprogramevaluation theory is a coherent set of conceptual, hypothetical, pragmatic, andethical

principles forming a general framework to guide the study and practice of program evaluation.

This definition is useful for identifying features by which to classify and examine different

theories. Although it does not explicitly identify criteria for evaluating a theory, we observe that

such criteria become necessary at some stage. According to this definition, a sound program

evaluation theory has six main features: overall coherence, core concepts, tested hypotheses

concerninghowevaluationproceduresproducedesiredoutcomes,workableprocedures, ethical

requirements, and a general framework for guidingprogramevaluationpractice and conducting
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research on program evaluation. Effectively addressing this definition’s requirements is a

worthy goal for developers of program evaluation theories but one that is elusive, far from

achievement, and lacking specific criteria for judging theories. We acknowledge that some

evaluation approaches rate well on coherence, core concepts, workable procedures, integrity,

and guidance for research and practice. All of them, however, fall short in producing principles

based on empirical research. We will comment briefly on the definition’s requirements for

conceptual, hypothetical, pragmatic, and ethical principles as they relate to the general field of

program evaluation.

Conceptual Principles

The conceptual nature of program evaluation is evident in the evaluation literature. It contains

a wide range of well-developed concepts, such as formative and summative evaluation (Scriven,

1967); constructivist and responsive evaluation (Guba & Lincoln, 1989; Stake, 1975a, 1975b,

2004a, 2004b); context, input, process, and product (CIPP) evaluation (Stufflebeam, 1967,

1971a, 2003a); utilization-focused evaluation (Patton, 1997, 2008); participatory evaluation

(Cousins & Earl, 1992; Cousins & Whitmore, 1998); utility, feasibility, propriety, and accuracy

standards for evaluations (Joint Committee on Standards for Educational Evaluation, 1994)

as well as the new evaluation accountability standards introduced in the third edition of the

Joint Committee’s The Program Evaluation Standards (2011); and, related to the evaluation

accountability standards, metaevaluation (Scriven, 1969b; Stufflebeam, 1978, 2001c). A useful

set of definitions of such concepts appears in Scriven’s Evaluation Thesaurus (1991) and in this

book’s glossary.

Hypothetical Principles

Work in developing research-based principles for conducting program evaluations has been

virtually nonexistent. Research efforts to state and confirm hypotheses about what works in

program evaluations and under what conditions have been lacking. This is a fertile area for

doctoral dissertations and funded research on evaluation. Such hypothesis-testing research

should take explicit account of the environmental circumstances surrounding the subject

program evaluations and their guiding models and approaches. Later in this chapter we cite

some illustrative general hypotheses about evaluation practices that we found in the evaluation

literature and elsewhere.

Pragmatic Principles

Pragmatic principles denote ways of conducting evaluations that have been shown to work well

in evaluation practice. Many valuable evaluation procedures and rules of thumb are available.

These have grown from a vast amount of evaluation experience and are evident in suchwritings

as the guidelines contained in The Program Evaluation Standards (Joint Committee, 1981,

1994, 2011) and the Fitzpatrick, Sanders, andWorthen (2011) Program Evaluation: Alternative

Approaches and Practical Guidelines textbook, as well as in Part Four of this book. Procedural
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recommendations derived from program evaluation practices are worthy of examination and

validation by empirical research.

Ethical Principles

There has been progress in defining ethical principles for program evaluations. This is seen in

Guiding Principles for Evaluators, published by the American Evaluation Association (AEA;

2004); the “Propriety” section of The Program Evaluation Standards (Joint Committee, 1994,

2011); and the writings of scholars (for example, Morris, 2003, 2008, 2011).

Application of our proposed definition of a program evaluation theory is not straightfor-

ward.Hypothetical principles cover as wide a range of activities as exist under the general rubric

of program evaluation. The development of these into definable constructs, based on research,

is nonexistent. We cite one such irksome area (of an endless number—what we cannot nail

down is always irksome!). The fine line between intuition and fact has often been discussed

and debated by evaluators. Those who give credibility to intuition support the importance of

judgments by the evaluator and program stakeholders in program assessment. They contend

that experience gives wisdom and insights that have very real value in making judgments

and reaching conclusions. By contrast, those who adopt a strict empiricist approach insist on

facts; they want to know what really is happening and have little interest in nonprofessional

judgments of the occurrences. To complicate this theoretical issue, an intermediate group

happily accedes to both views, depending on pertaining conditions. Is the intuitive adherent

right? Is the empiricist right? Is there, in reality, a sharp dichotomy, or can there be a rational

and accommodating fusion of the two points of view? There is as yet no best answer to these

theoretical questions. This is one example where the application of high-quality, systematic

research would shed light on unanswered questions. The development of program evaluation,

including the theoretical constructs underlying the kinds of approaches we cover in this book,

should rely increasingly on strong research.

Criteria for Judging Program Evaluation Theories

Beyond meeting the requirements of the preceding definition of a program evaluation theory,

an evaluation theory needs to meet certain well-established criteria of a sound theory. Such

criteria are seen in various definitions of theories in the professional literature. Scriven (1991)

defined theories as “general accounts of a field of phenomena, generating at least explanations

and sometimes also predictions and generalizations” (p. 360). Following from this definition

(of general theories), leading criteria for evaluating a program evaluation theory are that it

be useful in efficiently generating verifiable predictions or propositions concerning evaluative

acts and consequences and that it provide reliable, valid, actionable direction for ethically

conducting effective program evaluations. More specific additional criteria for evaluating

the utility of a program evaluation theory, frequently referenced in writings on theory,

include clarity and comprehensiveness of assumptions, parsimony, resilience, robustness,

generalizability, and heuristic power.
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General Criteria for Evaluating Evaluation Theories

General criteria for judging program evaluation theories are also evident in The Program

Evaluation Standards (Joint Committee, 1994, 2011) and AEA’s Guiding Principles for Evalu-

ators (2004). The 2011 edition of The Program Evaluation Standards contains thirty specific

standards that spell out requirements for program evaluations, including that they meet

conditions of utility, feasibility, propriety, accuracy, and evaluation accountability. Guiding

Principles for Evaluators requires that evaluators practice systematic inquiry, possess the

needed competencies, meet conditions of integrity and honesty, steadfastly be respectful of

people, and assume responsibility for serving the general and public welfare. It follows that

sound theories of program evaluation should at least consider the professional standards and

principles of the evaluation field. Exhibit 2.1 provides an organized list of some of the criteria

for use in evaluating program evaluation theories.

Exhibit 2.1 GENERAL CRITERIA FOR EVALUATING PROGRAM EVALUATION

THEORIES, ORGANIZED BY CATEGORY

Professionalizing Program Evaluation

Is the theory useful for . . .

• Generating and testing standards for program evaluations?

• Clarifying roles and goals of program evaluation?

• Developing needed tools and strategies for conducting evaluations?

• Providing structure for program evaluation curricula?

Research

Is the theory useful for . . .

• Generating and testing predictions or propositions concerning evaluative actions and

consequences?

• Application to specific classes of program evaluation (the criterion of particularity) or a

wide range of program evaluations (the criterion of generalizability)?

• Generating new ideas about evaluation (the criterion of heuristic power)?

• Drawing out lessons from evaluation practice to generate better theory?

Planning Evaluations

Is the theory useful for . . .

• Giving evaluators a structure for conceptualizing evaluation problems and approaches?

• Determining and stating comprehensive, clear assumptions for particular evaluations?

• Determining boundaries and taking account of context in particular program

evaluations?
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• Providing reliable, valid, actionable direction for ethically and systematically conducting

effective program evaluations?

Staffing Evaluations

Is the theory useful for . . .

• Clarifying roles and responsibilities of evaluators?

• Determining the competencies and other characteristics evaluators need to conduct

sound, effective evaluations?

• Determining the areas of needed cooperation and support from evaluation clients and

stakeholders?

Guiding Evaluations

Is the theory useful for . . .

• Conducting evaluations that are parsimonious, efficient, resilient, robust, and effective?

• Promoting evaluations that clients and others can and do use?

• Promoting integrity, honesty, and respect for people involved in program evaluations?

• Responsibly serving the general and public welfare?

Shadish, Cook, and Leviton’s Criteria for Theories of Program Evaluation

Prior to publication of the second and third editions of The Program Evaluation Standards

(Joint Committee, 1994, 2011) and Guiding Principles for Evaluators (AEA, 2004), William

Shadish, Thomas Cook, and Laura Leviton, in their influential book Foundations of Program

Evaluation: Theories of Practice (1991), asserted that “judging the merits of evaluation theories

requires specific description of the things that such theories ought to do and the issues they

ought to address competently” (p. 36). More specifically, they declared that a comprehensive

theory of program evaluation should fully address five general criteria: (1) social programming,

(2) knowledge construction, (3) valuing, (4) use, and (5) practice. These five criteria are

summarized and described in Table 2.1.

In their book, Shadish et al. (1991) applied these criteria to the prescriptive theories of

evaluation developed and advocated by evaluation theorists Scriven, Donald Campbell, Carol

Weiss, JosephWholey, Stake, Cronbach, and Peter Rossi. In doing so, they categorized the theo-

ries and theorists into three stages of historical and theoretical development. Stage I theories

and theorists, beginning in the 1960s, provided the basic conceptual basis for valuing and

knowledge construction, largely advocating rigorous scientific methods for doing so. Stage

II theories and theorists, beginning in about the 1970s, recognized the complex nature of

social interventions and programs as well as the limited use of evaluation findings in
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Table 2.1 Shadish, Cook, and Leviton’s Criteria for Theories of Evaluation

Criterion Explanation

Social programming The nature of social programs and their role in social problem solving
...................................................................................................................................................................................................
Knowledge construction Acceptable knowledge claims about the object of evaluation, legitimate methods to produce knowledge

claims, and assumptions about what kinds of knowledge are worth studying
...................................................................................................................................................................................................
Valuing The role that values and the process of valuing play in evaluation, and how to construct value judgments
...................................................................................................................................................................................................
Use How evaluative information is used, by whom, and for what purposes, and how to increase legitimate use
...................................................................................................................................................................................................
Practice The things that evaluators do or should do in conducting evaluations

Source: Adapted from Shadish, W. R., Cook, T. D., & Leviton, L. C. (1991). Foundations of program evaluation: Theories of practice. Thousand Oaks, CA: Sage.

policymaking. Theorists of this period therefore emphasized methods for getting evalua-

tions used. Stage III theories and theorists, beginning in the 1980s, integrated prior theoretical

work into developing comprehensive, contingency (if, then)–based approaches to evaluation in

an effort to address what were perceived as deficiencies in prior theorists’ theories of evaluation.

Shadish et al.’s analysis of these theories and their respective theorists largely revealed that

none adequately addressed all five criteria, though theories advocated by Cronbach and Rossi

came closest. That being said, numerous other influential theorists (for example, Marvin Alkin,

Eleanor Chelimsky, Elliot Eisner, Guba, Michael Patton, and Daniel Stufflebeam) who were

writing about and practicing evaluation during the 1960s, 1970s, and 1980s were excluded

from the analysis—although Shadish et al. recognized and acknowledged this exclusion. And

much theoretical development has occurred in the twenty years since the book’s publication,

somewhat limiting its generalizability to contemporary theories of evaluation, though the

authors’ criteria may still be applicable.

Miller’s Standards for Empirical Examinations of Evaluation Theories

More recently, R. L. Miller (2010) proposed a small set of standards for use in empirical

investigations of the theory-practice relationship in evaluation. In doing so, she rightly noted:

Although the benefits to evaluating how theories perform in practice seem obvious, there

have been few attempts to examine theories in this way . . . Prior attempts to evaluate

whether and how evaluation theories are put to practice suggest an emergent framework

for empirically exploring how theory informs practice and whether particular theories of

practice yield better evaluations. (p. 391)

R. L. Miller’s standards (2010)—(1) operational specificity, (2) range of application, (3)

feasibility in practice, (4) discernible impact, and (5) reproducibility—are briefly described in

Table 2.2.

R. L. Miller’s suggested standards (2010) for investigations of evaluation practice have

important implications for what evaluators report in describing practice experiences and also
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Table 2.2 Miller’s Standards for Research on Evaluation

Criterion Explanation

Operational specificity Translates into clear guidance and sensitizing ideas for practitioners, and theoretical signature must be recognizable
...................................................................................................................................................................................................
Range of application Identifies under what practice circumstances and in pursuit of what evaluative questions theory can be applied
...................................................................................................................................................................................................
Feasibility in practice Ease or difficulty in applying theoretical prescriptions and sensitizing ideas in practice
...................................................................................................................................................................................................
Discernable impact Identifies the impacts that are expected and desired and whether unintended effects occur
...................................................................................................................................................................................................
Reproducibility Evaluation impacts that are observed can be reproduced over time, occasions, and evaluators

Source: Adapted fromMiller, R. L. (2010). Developing standards for empirical examinations of evaluation theory. American Journal of Evaluation, 31, 390–399.

in regard to methodological criteria for selecting and assessing evaluations in which particular

theories have allegedly been applied:

Perhaps most obvious, cases must be described with adequate detail to allow others to

study them. Details of importance would include clear statements of the evaluation setting,

evaluation purpose, rationale for applying the theoretical approach, articulation of how

the theory was enacted in the particular case, descriptions of all actors and their roles, a

chronological event history of the evaluation, and information on what outcomes were

expected to accrue fromapplying the approach andwhen andhow thesewere substantiated.

(p. 397)

Although R. L. Miller’s standards (2010) have yet to be applied to investigations of

evaluation practice and are themselves normative theoretical prescriptions, they probably

do have value. Her standards for examinations of evaluation theories might serve as an

insightful, informative complement to Part Two of this book, in which we assess a variety of

evaluation approaches and models against conditions of utility, propriety, feasibility, accuracy,

and evaluation accountability (Joint Committee, 2011).

Theory Development as a Creative Process Subject to Review
and Critique by Users

Theory development, which is critically important to advancing program evaluation practice,

is a creative, complex, difficult enterprise. Typically, sound theory development includes

study of practice; taking account of context; making bounded, creative conceptualizations;

operationalizing and applying the conceptualizations; rigorously studying applications; and

revising conceptualizations. It is therefore properly conceived as an ongoing, cyclical, practice-

linked, research-based, creative process that denotes the appropriate sphere of application.

Theory development basically is an exploratory, even arbitrary process. It is a matter of

the free, creative choice of the theorist. Although we can outline the features of a sound

theory, characterize a general cycle of ongoing theory development, and identify different

writers’ suggested criteria for evaluating theories, we will not lay out any one method for the

development of program evaluation theories. We should not do so any more than we should
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tell composers, poets, or artists how they must produce their creative contributions. In this

sense, a theory of program evaluation is no more or less than an interrelated set of propositions

about program evaluations created by the theorist. It stands on its own as a set of personalized

predictions and propositions.

The theorist cannot, however, have her or his theory accepted and applied by just

creating it and saying it is good. Like a musical composition, Broadway play, or painting,

a program evaluation theory must pass muster with critics and the theorist’s broader audience.

Program evaluation theories are subject to evaluation by users, who will judge a theory

of program evaluation to be useful or not based primarily on how efficiently and validly

the theory generates verifiable predictions about the relationship between certain evaluation

actions and evaluation outcomes as well as on propositions about how to carry out successful

program evaluations that hold up in practice. It is up to the theorists to make and put forward

their theories in whatever way they think is best. If they want their theories to count for

something and be influential, then they will want to obtain rigorous research on the theories’

utility and use the findings to improve the theories.

Status of Theory Development in the Program Evaluation Field

The relatively young evaluation profession has advanced substantially in conceptualizing the

program evaluation enterprise, but it has far to go in developing overarching, validated theories

to guide the study and practice of program evaluation (also see Shadish, 1994, 1998). The

program evaluation literature’s references to program evaluation theories are numerous, but

these references are often pretentious. They usually denote as theories conceptual approaches

or evaluationmodels that lack the comprehensiveness andvalidation requiredof sound theories.

Alkin’s 2004 book, Evaluation Roots: Tracing Theorists’ Views and Influences, is a case in

point. It is valuable in its presentation of various conceptual approaches to program evaluation,

but its labeling of these approaches as “theories” can be misleading. None of them meets

the conditions for a fully developed, useful theory, nor can they be correctly identified as

either descriptive or predictive. Clearly these conceptualizations do not provide validated

predictions of the consequences of particular evaluation actions. Moreover, they do not hold

up as general descriptions of how evaluations are actually carried out. Instead of characterizing

how evaluations actually play out in practice, the conceptualizations referenced by Alkin

mainly recount the particular authors’ preferences concerning how evaluations should be done

(that is, they are recommended approaches rather than descriptive or predictive theories).

The conceptualizations presented by Alkin as theories lack evidence that evaluations are

actually carried out in the ways described, which in itself is not a deficiency. However, the

presented conceptualizations are more aptly labeled “prescriptive” rather than “descriptive”

(or “predictive”).

Nevertheless, we acknowledge that the program evaluation field has made substan-

tial progress in conceptualizing approaches to program evaluation, and Alkin’s book (2004)

presents a valuable analysis of this progress. Also, evaluation theorists clearly have reflected on

practical program evaluation experiences in conceptualizing their approaches and have sought
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to make them useful. What we want readers to consider is that theory development in program

evaluation still has far to go. We believe the weakest link in developing program evaluation

theories so far is the lack of formulation and rigorous testing of hypotheses about the effects

of applying different theoretical approaches in actual program evaluations. We hope sponsors

of evaluation research will take note of the critical need to support studies to formulate and

test hypotheses about what evaluative actions produce the most beneficial program evaluation

outcomes under documented contextual circumstances.

Importance and Difficulties of Considering Context in Theories
of Program Evaluation

Prospects for successful theory development in program evaluation are limited by difficulties

inherent in predicting and generalizing in the social sciences. Any sound effort to develop

a program evaluation theory needs to take into account the social, political, geographical,

and temporal contexts of the program evaluations being studied. Such contexts vary widely

in characteristics and influence from evaluation to evaluation. Moreover, the contexts for

program evaluations typically are fluid, uncontrolled, and unpredictable. Without considering

context, a theorist can hardly posit how a prescribed approach to evaluation will work or

not work under any particular set of social, organizational, economic, and other conditions.

Further, validated predictions, even in the physical sciences, may have a short half-life.

These difficulties concerning context give a view of the challenge of developing sound

theories of program evaluation. We think they also underscore the point that development of

program evaluation theories must be ongoing and that theories should regularly be assessed

and updated. Furthermore, each program evaluation theory is best based on a wide range

of program evaluations, both within particular types of contexts and across different types

of contexts. In addition, we think program evaluation theories, if they are to be useful,

should advise evaluators to assess and take account of each evaluation’s unique context. This

requirement is strongly made in the Explicit Program and Context Descriptions standard

in The Program Evaluation Standards (Joint Committee, 2011) and the context evaluation

component of Stufflebeam’s CIPP model for evaluation (2003a).

Need for Multiple Theories of Program Evaluation

We think it noteworthy that evaluation’s contradictory persuasions are not resolvable in

any single, overall theory. Positivist, existentialist, constructivist, objectivist, and postmod-

ern persuasions encompass irreconcilable philosophical differences. For example, objectivist

approaches posit the existence of an underlying reality and charge evaluators to pursue this. But

constructivist evaluators deny the existence of an underlying reality and call on evaluators to

collect and report different, probably contradictory constructions of what is observed. And the

existentialist gives particular emphasis to personal experience and responsibility in evaluations,

a philosophy often exemplified in case studies. Such opposing conceptualizations of program

evaluation can in their own terms be defensible, considering their different underlying precepts,

assumptions, and experiences and the various ways they work out in practice.



Trim size: 7in x 9.25inStufflebeam c02.tex V2 - 09/01/2014 11:10am Page 59

HYPOTHESES FOR RESEARCH ON PROGRAM EVALUATION 59

Publications by Alkin (2004); Shadish et al. (1991); House (1983); Stufflebeam (2001b);

Stufflebeam, Madaus, and Kellaghan (2000); Stufflebeam and Shinkfield (2007); and Kellaghan

and Stufflebeam (2003) have acknowledged and presented fundamental differences among

a wide range of individual conceptualizations of program evaluation. Although none of

these conceptualizations meets the requirements of a fully validated theory, together they

provide evaluators with a range of different approaches grounded in different philosophical

persuasions and a wide range of experiences. We endorse efforts to evolve different, defensible

conceptualizations of program evaluation into different validated theories for guiding the study

and practice of program evaluation in particular types of settings and according to different

philosophical approaches.

Hypotheses for Research on Program Evaluation

Efforts to develop program evaluation theory should include rigorous formulation and testing

of hypotheses about what works in program evaluations, why, and under what conditions. A

search for hypotheses drawn from the Evaluators’ Institute courses, our own instructional and

evaluation experiences, and the research literature revealed the following example hypotheses

concerning different aspects of program evaluation:

Professional Standards and Principles for Program Evaluations

• Appropriate application of evaluation standards and principles enhances an evalu-

ation’s quality and contributes to the resolution of ethical problems (from Michael

Morris’s description of his 2004 Evaluators’ Institute course; also see Joint Commit-

tee, 1981, 1994, 2011).

• Application of professional standards and principles can be used to solve ethical

dilemmas in conducting evaluations (Morris, 2008, 2011).

Evaluation Approaches and Models

• Comprehensive evaluation approaches and models produce more credible, valid,

and useful evaluations than do more limited approaches and models (Stufflebeam,

2001b; Stufflebeam & Shinkfield, 2007).

• Correct application of selected evaluation approaches and models produces their

desired consequences (R. L. Miller, 2010; R. L. Miller & Campbell, 2006).

Involvement of Stakeholders

• Stakeholder involvement enhances use of evaluation findings (Alkin, Daillak, &

White, 1979; Greene, 1988).

• Under certain conditions, stakeholder involvement may lead to studies that are

misguided, cost too much, take too long, or are biased (Layzer’s description of his

2004 Evaluators’ Institute course; also see Cullen, Coryn, & Rugh, 2011).

Participatory and Collaborative Evaluations

• Participatory and collaborative approaches used for capacity building enhance pro-

gram effectiveness and increase evaluation use (Patton’s description of his 2004
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Evaluators’ Institute course; also see Cousins & Earl, 1992; Cousins & Whit-

more, 1998).

• Political issues are especially present and influential in participatory evaluations

(Brandon, 1998; House, 1993).

Use of Program Theory and Logic Models in Program Evaluations

• Positive effects of the use of program theory and logicmodels can include conceptual

clarity of complex programs, motivation of staff, and better-focused evaluations

(Funnel & Rogers, 2011; Rogers, 2008).

• Negative effects of the use of program theory and logic models can include diversion

of time and attention from other critical evaluation activities, provision of an invalid

or misleading picture of a program, and discouragement of critical investigation of

causal pathways and unintended outcomes (Morell, 2010).

• Application of tried-and-true methods of using program theory and logic models

helps evaluators and clients identify criteria, develop questions, and identify data

sources and bases for comparisons (Donaldson, 2007).

• Inappropriate uses of program theory or logicmodels in evaluations include focusing

only on intended outcomes, ignoring differential effects for individuals and client

subgroups, and seeking only evidence that confirms the theory or model (Coryn,

Noakes, et al. 2011).

• Effective strategies for avoiding use traps include the application of differentiated

theory, market segmentation, and competitive elaboration of alternative hypotheses

(Patricia Rogers’s description of her 2004 Evaluators’ Institute course; also see

Birckmayer &Weiss, 2000).

Needs Assessment

• Appropriate uses of relevant needs assessments improve the relevance of conclusions

about programs (James Altschuld’s description of his 2004 Evaluators’ Institute

course; also see Stufflebeam, McCormick, Brinkerhoff, & Nelson, 1985).

• Reaching defensible judgments of the relevance and importance of identified pro-

gram outcomes requires valid assessments of outcomes, treatments, and met and

unmet needs (Stufflebeam, McCormick, et al., 1985; see also Altschuld & Witkin,

2000).

• Criteria and standards for use in program evaluations are more credible when

grounded in needs assessments (Davidson, 2005; Scriven, 1991, 2007).

Evaluation of Program Implementation

• Effective evaluation of program implementation that yields feedback on critical

ingredients of a program helps drive program improvement by fostering under-

standing of factors affecting variability in implementation and short-term results

(Arnold Love’s description of his 2004 Evaluators’ Institute course; also see Cordray

& Pion, 2006; Weiss, 1998).
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Surveys

• Particular ways of developing, presenting, and encouraging responses to mail and

Web survey questions contribute to high response rates and high-quality responses

(Dillman, 2000; Dillman, Smyth, & Christian, 2009).

• Multiple sources of error must be overcome to produce high-quality survey results

(Dillman, 2000; Dillman, Smyth, & Christian, 2009; also see Lord & Novick, 1968).

• Adhering to certain principles for writing survey questions minimizes measure-

ment error (Dillman, 2000; Dillman, Smyth, & Christian, 2009; also see American

Educational Research Association, American Psychological Association, & National

Council on Measurement in Education, 1999).

• Survey questions ordered in different ways have different, sometimes predictable

consequences (Dillman, 2000; Dillman, Smyth, & Christian, 2009; also see Sijtsma &

Junker, 1996).

• Self-administered questionnaires and telephone interviews yield different results for

particular reasons (Dillman, 2000; Dillman, Smyth, & Christian, 2009).

• Different survey page layouts influence people to read and answer questions differ-

ently for particular reasons (Dillman, 2000; Dillman, Smyth, & Christian, 2009; also

see Fowler, 1995).

Sampling

• Careful use of sampling methods can save resources and often increase the precision

and accuracy of evaluation findings (Henry, 1990).

Applied Measurement

• Proper measurements of a program’s feasibility, relevance, and effectiveness—that

are systematic, replicable, interpretable, reliable, and valid—are necessary for suc-

cessful evaluations (Ann Doucette’s description of her 2004 Evaluators’ Institute

course; also see McDavid & Hawthorn, 2006).

Reporting Strategies

• Effective employment of a variety of reporting strategies beyond the written report,

applied differentially to audiences, increases stakeholders’ use of findings (Hallie

Preskill’s description of her 2004 Evaluators’ Institute course; also see Coryn, 2006;

Torres, Preskill, & Piontek, 2005).

• Appropriate use of design principles in reporting and presenting evaluation results

increases usability (Evergreen, 2010).

• Identifying when, how, and to whom evaluation findings are to be disseminated and

with what purpose enhances the effectiveness of evaluation reporting (Patton, 1997,

2008; Preskill & Torres, 1999a, 1999b).

Use of Technology in Evaluation

• Proper use of technology for data collection and analysis, storage and retrieval of

information, and dissemination and use of findings contributes to strengthening



Trim size: 7in x 9.25inStufflebeam c02.tex V2 - 09/01/2014 11:10am Page 62

62 CHAPTER 2–EVALUATION THEORY

evaluations and reducing their costs (Love’s description of his 2004 Evaluators’

Institute course; also see Owen, 2006).

Building Organizational Capacity in Evaluation

• Developing and appropriately employing an organization’s evaluation capacity lead

to more and better learning in organizations (Preskill & Russ-Eft, 2005).

These hypotheses illustrate the need for empirical research on evaluation practices.

Such research should be directed toward producing research-based principles for conducting

program evaluations, akin to those found in the field of survey research. Dillman’s research

(2000; Dillman, Smyth, & Christian, 2009) on and development of survey methods provide

an exemplar for emulation in other sectors of program evaluation. The groupings of the

hypotheses just given also illustrate the range and complexity of dimensions to be considered

in formulating program evaluation theories.

Potential Utility of Grounded Theories

In testing hypotheses about evaluation practices, it is important to document and take into

account the subject program evaluation’s particular circumstances, including pertinent con-

textual variables. Unlike laboratory experiments in the physical sciences, program evaluations

typically occur in dynamic, uncontrolled settings; their procedures usually unfold in response

to evolving stakeholder needs; and they are constrained and affected by complex and changing

contextual circumstances. Explaining the functioning of a program evaluation requires exten-

sive, valid description of the evaluation process, of the nature of contextual influences, and of

the evaluation’s impacts.

Accordingly, the program evaluation field could benefit by employing the methodology

of grounded theories as one theory development tool. In applying this approach, theorists

would generate theories grounded in systematic, rigorous documentation and analysis of actual

program evaluations and their particular circumstances. This line of reasoning is consistent

with a point made by Broom (1964) in his introduction to Kaplan’s book The Conduct of

Inquiry. Broom stated, “The behavioral scientist . . . needs to read from the strengths of his

own understanding, insights, expertness, and subject matter and not from the insecurity of a

limited familiarity with a remote discipline” (p. xvii). Strauss and Corbin (1990) described and

illustrated grounded theory procedures that we see as potentially useful for generating sound

theories of program evaluation.

Few if any examples of rigorously produced grounded theories of program evaluation

have been published. However, the approaches examined in Parts Two and Three of this

book comport with the general notion of grounded theory. They are prescriptions based on

their authors’ reflections on and critical analyses of a wide range of evaluation experiences.

Limitations of these prescriptive theories are that they do notmeet requirements for systematic

and rigorous testing of theory-based hypotheses and that they lack documentation of the

underlying program evaluation experiences.
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Potential Utility of Metaevaluations in Developing Theories
of Program Evaluation

A source of valuable evidence for use in developing program evaluation theories, akin to that

from grounded theory work, is found in metaevaluations of program evaluations. These are

studies that systematically document and assess program evaluations (a review and analysis

of such studies can be found in Stufflebeam [2001c]). Program evaluators and their clients

need to greatly increase their employment of metaevaluation and should make the results

of such studies available to evaluation researchers. Fortunately, the American Journal of

Evaluation encourages submission of metaevaluations. Researchers should use metaevaluation

reports systematically to examine the reasons why different evaluation approaches succeeded

or failed. We believe theory development efforts can profit from the use of metaevaluation

findings to look at the adequacy and influence of guiding conceptualizations and procedures;

implementation of the procedures; propriety considerations; stakeholder involvement; and

contextual influences, including political forces and psychological factors.

Recent examples of using metaevaluations to formulate theoretical propositions about

evaluation can be found in some of the doctoral dissertations completed at Western Michi-

gan University, including Mafukidze-Trent’s metaevaluation (2009) of HIV/AIDS prevention

intervention evaluations in sub-Saharan Africa, Wingate’s investigation (2009) of uses of The

Program Evaluation Standards (Joint Committee, 1994) for metaevaluation, Sasaki’s metae-

valuation (2008) of several hundred international aid evaluations, Risley’s metaevaluation

(2007) of legislative program evaluations conducted by state legislatures in the United States,

and Coryn’s metaevaluation (2007) of government systems used throughout the world for

evaluating and funding scientific research.

Program Evaluation Standards and Theory Development

Chapter 3 of this book examines in depth guiding principles and standards for evaluations,

including, importantly, the JointCommittee’s programevaluation standards (1981, 1994, 2011),

which we refer to frequently. All three editions of The Program Evaluation Standards were

designed, after intensive literature review and professional activities, to provide principles

and guidelines for evaluating educational programs, projects, and materials in many different

settings. Although focused on educational evaluation, the program evaluation standards have

applicability and relevance in a wide range of professional and other arenas. This is evident

in the Joint Committee’s main requirements that evaluations be useful, feasible, proper,

accurate, and accountable. Adding to the widespread applicability of the Joint Committee’s

program evaluation standards is the fact that all fields require evaluation of their training and

educational programs.

The Joint Committee’s 1994 and 2011 editions of The Program Evaluation Standards each

comprise thirty individual standards. Each standard may be considered as a separate construct,

thus open to empirical research. In addition, each standard includes guidelines to consider

and apply as appropriate, plus common errors to avoid. These guidelines and common errors
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essentially are hypotheses about what actions to take or avoid to conduct sound, effective

evaluations. Although there is little doubt that the thirty standards individually and collectively

have added considerable credibility and direction to the evaluation field, they will remain

theoretical constructs until rigorously researched.

Let us consider, as an example, the third utility standard, Information Scope and Selection,

which states, “Information collected should be broadly selected to address pertinent questions

about the program and be responsive to the needs and interests of clients and other specified

stakeholders” (Joint Committee, 1994, p. 37).1 This standard underlines the importance of

gathering a broad scope of relevant information that will meet all clients’ decision-making

objectives while also being sufficiently comprehensive for use in assessing an evaluand’s merit

and worth. In particular, the standard requires evaluators to assess a program “in terms of

all important variables” (Joint Committee, 1994, p. 38); possible variables are effectiveness,

harmful side effects, costs, responses to participants’ needs, and the relevance of underlying

assumptions and values. These aspects, taken togetherwith the standard’s stakeholder-centered

orientation, impose the elements of a theory—but one in need of validation.

There undoubtedly are rich possibilities for empirical research based on all thirty standards

and their associated guidelines and common errors. Directly and indirectly, the effective use of

the program evaluation approaches explicated in Part Three of this book depends on satisfying

the requirements of The Program Evaluation Standards (Joint Committee, 1994, 2011).

Clearly, all sound evaluation approaches shouldmeet conditions of utility, feasibility, propriety,

accuracy, and evaluation accountability. Moreover, in the opinion of many evaluators, these

standards provide not only useful guidelines but also established principles. Only research into

these theoretical constructs will confirm their validity as predictors of evaluation outcomes and

their standing as validated hypotheses. The stronger the links are between program evaluation

approaches and practices, on the one hand, and standards for program evaluation, on the other,

the more essential it is that assumptions contained in the latter are confirmed by research.

Summary

Sound theories of evaluation are needed to advance effective evaluation practices. An evalua-

tion theory is different from, and more demanding in its requirements for validation than, the

evaluation models and approaches presented later in this book. Program evaluations are part

of a broad set of other types of evaluations (for example, of personnel, products, policies, and

organizations). The history of formal program evaluation includes theoretical approaches that

have proved useful, limited, or in some cases counterproductive (for instance, objectives-based

evaluation and randomized controlled experiments). The definition of an evaluation theory is

more demanding than that of an evaluation model (an evaluation theorist’s idealized concep-

tualization for conducting program evaluations). An evaluation theory is defined as a coherent

set of conceptual, hypothetical, pragmatic, and ethical principles forming a general framework

to guide the study and practice of program evaluation. Beyond meeting these requirements,

an evaluation theory should meet the following criteria: utility in efficiently generating ver-

ifiable predictions or propositions concerning evaluative acts and consequences; provision
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of reliable, valid, actionable direction for ethically conducting effective program evaluations;

and contribution to an evaluation’s clarity, comprehensiveness, parsimony, resilience, robust-

ness, generalizability, and heuristic power. Despite these demanding requirements of sound

evaluation theories, theory development must be respected as a creative process that defies

prescriptions of how to develop a sound theory.

The program evaluation field saw great theoretical progress in the last four decades of

the twentieth century. Although much more work is needed, the field’s literature is rich in

concepts, standards, guiding principles, practical guidelines, and approaches. It is modestly

strong in positing hypotheses, being strong in testing hypotheses about uses of surveys, but

otherwise weak in presenting tested hypotheses. Overall, the program evaluation field has far

to go in the quest to develop and present research-based theories whose predictions hold true.

The program evaluation field would benefit if future program evaluation theory devel-

opment efforts would convert the best of the current program evaluation approaches into

validated theories. In Part Two of this book, we give our assessment of which program

evaluation approaches most merit serious theoretical development and practical use. The

methods of grounded theories and information from metaevaluations of program evaluations

could aid the needed theory development efforts. Moreover, the Joint Committee’s Program

Evaluation Standards (1994, 2011) provides a framework and hypotheses—in the form of

standards, procedural guidelines, and common errors to avoid—to guide empirical research

on evaluation.

REVIEWQUESTIONS

1. Argue the pros and cons of investing time and resources to develop and validate a sound

theory of program evaluation.

2. Is it important to distinguish program evaluation theories from theories of other areas of

evaluation, such as personnel evaluation? Why or why not?

3. What are the pros and cons of considering such historical evaluation approaches as

objectives-based evaluation and randomized controlled experimentation as sufficient

theories to guide evaluation work?

4. How would you explain to a client the distinction between an evaluation theory and an

evaluation model?

5. Draft a checklist of criteria for use in evaluating evaluation theories.

6. Explain and assess the claim that theory development is a creative, arbitrary process.

7. Explain and assess the claim that multiple theories of program evaluation can be equally

defensible.

8. Provide examples of conceptual, hypothetical, pragmatic, and ethical principles of

program evaluation.
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9. Outline a study you would conduct to test the hypothesis that appropriate application of

the Joint Committee program evaluation standards enhances an evaluation’s impacts.

10. Provide examples of how using information from metaevaluations would aid the devel-

opment of a sound program evaluation theory.

Group Exercises

Work through the following two exercises with your group. It is quite possible that members

will reach different conclusions about best methods to solve the problems. Members should

try, however, to justify their point of view.

Exercise 1

A long-standing difference of opinion exists between two college faculties, the education faculty

and humanities faculty, over the place of theory in evaluation practice, particularly as it applies

to program evaluation. The education faculty contends that a logical start for students studying

evaluation is to develop a solid theoretical foundation by reading about alternative evaluation

approaches. The humanities faculty opposes this view, believing that evaluation is a pragmatic

activity and that although a grasp of theory may develop over time, learning and applying a

selected evaluation approach constitute the best way to begin. What advice do you give to the

staff of these two faculties?

Exercise 2

Let one group member outline a program evaluation with which he or she is conversant. Now

refer to the “Hypotheses for Research on Program Evaluation” section in this chapter, and

select three hypotheses pertaining to different aspects of that evaluation. For instance, your

group might select a hypothesis that could explain why the stakeholders in your case respected

and used the evaluation’s findings or, on the negative side, why many stakeholders failed to

return questionnaires.

Note

1. We chose to reference the Joint Committee’s 1994 version of the standard on the selection of

information for an evaluation because that rendition stresses the importance of both addressing

stakeholders’ need for relevant information andobtaining sufficient information to judge aprogram’s

value. We are disappointed in what we see, in the Joint Committee’s 2011 edition, as the watering

down of the information requirements standard: although it stresses serving users’ information

needs. In our judgment, the 2011 version of the standard underplays the importance of also gathering

whatever information is essential to judge a program’s merit and worth.
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CHAPTER 3

STANDARDS FOR PROGRAM EVALUATIONS

LEARNING OBJECTIVES

In this chapter you will learn

about the following:

• The rationale and need for

professional standards for program

evaluations

• The three main sets of standards for

program evaluators and evaluations

• How to apply these standards in

program evaluation practice

Professional standards for guiding and judging evaluations

are essential to the sound practice of evaluation. Such

standards help ensure that evaluators and their clients

communicate effectively and reach a clear, mutual under-

standing concerning the criteria an evaluation should

meet, and they provide authoritative guidance for meet-

ing the criteria. Professional standards also help prevent

the possibility that either stakeholders or evaluators might

unscrupulously bend evaluation outcomes to suit their

own interests. When standards that define acceptable

evaluation service are not met, the credibility of evalua-

tion procedures, outcomes, or reporting is left in doubt.

To be authoritative and credible, evaluation standards

(1) must reflect a general consensus by experts in the

conduct and use of evaluation, who were appointed by an

adequate range of professional organizations representing

users of evaluation reports and the technical specialties

in evaluation, and (2) ideally should be approved by a

body that accredits professional standards and standard-

setting bodies.

During the past three decades, evaluators have con-

siderably strengthened the professionalization of their

emerging field by following the example of more mature

fields and developing and using standards to guide and

assess their evaluations. During this time, professional

standards, directed toward sound practice through agreed-

on principles, have become an integral part of the wider

community’s insistence on criteria and measures to

ensure the quality, utility, fairness, and accountability of

evaluations.

In this chapter we summarize and suggest ways to

use the 2011 revision of The Program Evaluation Stan-

dards, developed by the Joint Committee on Standards for
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Educational Evaluation and accredited by the American National Standards Institute (ANSI);

Guiding Principles for Evaluators, developed and officially endorsed by the American Eval-

uation Association (AEA; 2004); and the 2007 revision of Government Auditing Standards,

developed by the U.S. Government Accountability Office (GAO) and employed in auditing

U.S. government programs.

The three standard-setting bodies have published their somewhat unique definitions of an

evaluation or auditing standard. The Joint Committee (2011) defined an evaluation standard

as a “principle commonly agreed to by experts in the conduct and use of evaluation, that when

implemented will lead to greater evaluation quality” (p. 292). In discussing this definition,

the Joint Committee emphasized two features. First, a standard identifies and defines quality

and guides evaluators and users in the pursuit of quality. Second, each Joint Committee

standard is a voluntary consensus statement reflecting stakeholder input and Joint Commi-

ttee deliberation and finalization in accordance with ANSI requirements, but it is not a law. The

Joint Committee noted further that rather than specifying exact procedures, the 2011 standards

require responsiveness and judgment in each evaluation setting. AEA (2004) noted that an

evaluation principle provides evaluators with guidance that is general and conceptual rather

than operational. GAO (2007) defined auditing standards as broad statements of auditors’

responsibilities. Fundamentally, all three of these organizations’ documents present general

principles, which is the essential meaning of a standard. To aid communication, throughout

this chapter we will use the generic term standards to refer to those in The Program Evaluation

Standards (Joint Committee, 2011); AEA’s Guiding Principles for Evaluators (2004); and

Government Auditing Standards (U.S. Government Accountability Office, 2007).

All three documents provide authoritative direction for guiding and assessing program

evaluation studies. The Program Evaluation Standards (Joint Committee, 2011) concentrates

on evaluations of educational and training programs and services in the United States and

Canada. It contains considerable specificity aboutwhat to do andnot do in educational program

evaluations and a range of illustrative cases. Although this standards document does not directly

address evaluations in a wide range of substantive areas—such as engineering, philanthropy,

social work, public administration, and community development—it is noteworthy that every

field relies heavily on the education of its members and that its educational programs should be

evaluated regularly. The program evaluation standards thus have applicability to educational

enterprises in all fields. Moreover, a wide range of fields outside education and across the globe

have applied the Joint Committee standards to program evaluations. AEA’s Guiding Principles

for Evaluators (2004) cuts across evaluations in many disciplines and service areas, but it lacks

the detail and examples found in The Program Evaluation Standards. The U.S. Government

Accountability Office’s Government Auditing Standards (2007) is based on standards of the

U.S. accounting and auditing professions; is focused on assessing and strengthening the

effectiveness and financial accountability of U.S. agencies and federal programs; and contains

detailed requirements, recommendations, and prohibitions. It is noteworthy that the GAO

standards provide direction for evaluating audit organizations aswell as the audits they conduct.

This makes the government auditing standards potentially useful for assessing both program

evaluations and the organizations that conduct these evaluations. Although the government
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auditing standards concentrate on financial accounting requirements, this chapter focuses

on the parts of these standards that provide direction for evaluating the goals, organization,

implementation, and outcomes of not only federal programs but also departments and

organizations that conduct program evaluations.

The three sets of standards treated in this chapter are among the most fully developed

groupings of professional imperatives for program evaluations. The standards merit serious

consideration by professional evaluators and those training to become evaluators in North

America, and could be generally instructive to such persons in other countries. The standards

level the playing field for neophyte and experienced evaluators by providing objective criteria

for judging evaluation efforts and evaluation organizations. When armed with a working

knowledge of the standards, evaluators can stand on firm ground in crafting and defending

their programevaluationplans and assessments of evaluations, helping constituents understand

what is required in sound program evaluations, and examining and strengthening an evaluation

organization. Use of the standards documents as planning guides makes the design of evalua-

tions a more certain and efficient process. When used in evaluations of program evaluations

(that is, metaevaluations), they are especially important in helping users determine how much

confidence to place in a given evaluation. Although the discussion in this chapter is particularly

applicable to program evaluations inNorthAmerica, program evaluators around theworldmay

find these constructions instructive in regard to the pervasive issues in program evaluations

that cross national boundaries as well as alternative formats and processes they might consider

when crafting their own standards.

In this chapter we look at four topics. First, we discuss the need for evaluation standards

and their functions. After that, we provide background on why and how the various North

American evaluation standards were developed. Subsequently, we summarize each set of

evaluation standards. Finally, we suggest ways of applying the different sets of standards. We

hope readers will become allies in disseminating information about and productively using

all three sets of evaluation standards discussed here. A great deal of work needs to be done

to help evaluators and their clients learn about and effectively apply the evaluation stan-

dards. It is noteworthy that GAO maintains a Web site (www.gao.gov/govaud/ybk01.htm) of

up-to-date information about the government auditing standards (U.S. Government Account-

ability Office, 2007) and provides many workshops on the standards. Also, AEA’s Web site

(www.eval.org/gptraining/gptrainingoverview.asp) offers a package for training users of the

guiding principles for evaluators (AEA, 2004). We need to stress that mastering this chapter’s

content is only one important step toward developing a working knowledge of the subject

standards. We urge readers to obtain, study, and apply the actual standards.

The Need for Evaluation Standards

Most professions and many other public service fields have developed and periodically update

standards, principles, or codes of performance. They do so in the interest of having their mem-

bers provide competent, ethical, and safe services. Often the standards, principles, or codes are

part of an accrediting, licensing, or certification system intended to ensure high-quality services

http://www.gao.gov/govaud/ybk01.htm
http://www.eval.org/gptraining/gptrainingoverview.asp
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and protect the interests of the public. Such standards, principles, or codes typically are defined

by a standing committee of distinguished members of the service area, in some cases by gov-

ernment licensing or oversight bodies, and occasionally with participation by constituent and

client groups. Familiar examples are the standards of practice employed by the fields of law,

medicine, dentistry, hospitals, clinical psychology, engineering, educational and psychological

testing, auditing, andaccounting.Other examples are the codes established for the construction,

electrical, plumbing, and food service areas. An importantmatter in advancing the development

and use of standards is that periodically they must be reviewed and revised to keep them up to

date, legally viable, and responsive to needs in the field.

We believe that every professional evaluator should know, understand, and faithfully apply

appropriate standards of professional evaluation practice. Standards and codes are established

and applied in the interest of ensuring and improving quality and protecting the public from

shoddy, harmful, fraudulent, or wasteful evaluation services. Standards for program evaluations

have several specific functions:

• Providing general principles for addressing a variety of practical issues in evaluation work

• Helping ensure that evaluators will employ the evaluation field’s best available practices

• Providing direction to make evaluation planning efficient and inclusive of pertinent

evaluation questions

• Providing core content for training and educating evaluators and other participants in the

evaluation process

• Presenting evaluators and their constituents with a common language to facilitate com-

munication and collaboration

• Helping evaluators achieve and maintain credibility among other professionals

• Helping evaluators earn and maintain credibility with public oversight bodies and clients

• Helping evaluators earn and maintain the public’s confidence in the evaluation field

• Protecting consumers and society from harmful or corrupt practices

• Providing objective criteria for assessing and strengthening evaluation services

• Providing a basis for accountability by evaluators

• Providing a basis for adjudicating claims of malpractice and other disputes

• Providing a conceptual framework and working definitions to help guide research and

development in evaluation

Adherence to professional standards for evaluations is at the very heart of professionalism

and delivery of sound, useful evaluation services. We believe that current statements of

professional standards for evaluations can serve these functions in the evaluation field.

The standards presented in this chapter were systematically developed, possess strong

credibility, and are periodically reviewed and updated. The three sets of standards are distinct

but also complementary. Learning and developing the facility to apply the three different sets
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of standards selectively will enhance one’s professionalism and versatility in conducting sound

evaluations. Evaluators who are armed with a repertoire of alternative sets of standards are

aided in conducting standards-based evaluations in a wide range of disciplines and service

areas. Sometimes it will be appropriate to choose one set of standards over the others, because

the set is compatible with the particular program area and preferred or mandated by the client

group or oversight body. Even then it is often advantageous to derive guidance from two or even

all three sets of standards.We can stand behind this position because all three sets of standards,

in general, are in accord with the same fundamental principles of sound evaluation. One

qualification concerning this point is that—in the wake of serious improprieties in the financial

auditing sector, such as the famous case involving Arthur Andersen and Enron, and the ensuing

federal Sarbanes-Oxley Act of 2002 to ensure fiscal accountability in corporations—the GAO

standards place stronger emphasis on ensuring the independence of evaluations than do the

AEA and Joint Committee standards.1 We invite readers to study the following material

on standards and incorporate what they find as valuable into their working philosophies of

program evaluation.

Background of Standards for Program Evaluations

Program evaluators historically had no need to be concerned about explicit professional

standards for program evaluations, because until relatively recently there was no semblance of

an evaluation profession, and there were no standards for evaluations. Such standards came

into prominence only during the 1980s and 1990s. Federal agencies had funded thousands

of program evaluations as part of President Lyndon Johnson’s War on Poverty and generally

found them to be costly and poor in quality and utility. Efforts to reform this embryonic

program evaluationmovement included establishing authoritative standards and principles for

assessing and strengthening evaluation plans and reports. The development of the initial sets

of standards and principles signaled both the evaluation field’s immaturity and weakness and

an added step in its movement toward professionalization.

With the evolution of evaluation as a profession becoming a reality only during the

last quarter of the twentieth century, there was a growing sense among practitioners that

acceptable codes of evaluator behavior were needed. The Joint Committee was established in

1975. Through the years, this standing committee has continued to be sponsored by twelve

to seventeen professional societies with a combined membership totaling nearly three million.

The committee’s charge is to performongoing development, reviews, and revisions of standards

for educational evaluations. This committee issued Standards for Evaluations of Educational

Programs, Projects, andMaterials in 1981; an updated version in 1994,The Program Evaluation

Standards; and the third edition in 2011. The Joint Committee also published standards for

evaluating education personnel in 1988 and 2009, and in 2003 it issued a set of standards

for evaluations of students. The Joint Committee is accredited by ANSI as the only body

recognized to set standards for educational evaluations in the United States. Its members

are from Canada as well as the United States, and its current standards are intended for use

throughout North America.
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At nearly the same time as the first Joint Committee standards were published, the Eval-

uation Research Society (ERS) produced a second set (Evaluation Research Society Standards

Committee, 1982). ERS, established in 1976, focused on professionalizing program evaluation

as practiced across a wide range of disciplines, government programs, and service areas.

ERS’s standards for program evaluation were fifty-five brief, admonitory statements divided

into the following categories: (1) formulation and negotiation, (2) structure and design, (3)

data collection and preparation, (4) data analysis and interpretation, (5) communication and

disclosure, and (6) use of results. In 1986 ERS amalgamated with the Evaluation Network

(ENet) to form AEA, which currently has a membership of nearly six thousand (see Chapter 1).

AEA subsequently retired the ERS standards in favor of producing its own guiding principles

(Shadish, Newman, Scheirer, & Wye, 1995b). In July 2004 AEA members ratified a revised

edition of Guiding Principles for Evaluators.

The U.S. General Accounting Office (later renamed the U.S. Government Accountability

Office) explicitly included program auditing in its 2002, 2003, and 2007 editions ofGovernment

Auditing Standards. President Johnson’s War on Poverty, which began in 1965, spawned

many expensive federal programs, which generated a huge need for financial auditing of these

programs. In 1972 the U.S. General Accounting Office began issuing government auditing

standards. The initial edition and early revisions of the document containing these standards

dealt almost exclusively with the financial aspects of federal programs. The 2003 and 2007

editions include program audits as one of the foci of general standards and present chapters

containing fieldwork standards and reporting standards for program performance audits.

Especially noteworthy in the 2003 and 2007 editions is the section on independence, which

prohibits auditors from simultaneously providing both auditing and consulting services to the

same entity. Such commingling of services is seen as an unacceptable conflict of interest. It

could lead auditors to evaluate their ownwork and thus lose their independence and credibility,

possibly succumbing to illicit pressures to distort reports. This pitfall has beenmademanifestly

clear in the private sector. For example, Arthur Andersen auditors both consulted with and

audited the work of Enron, and Andersen was later charged with covering up and being party

to Enron’s malfeasance. Andersen’s alleged compromise of its independence contributed to the

scandal in which Enron’s employees and stockholders lost billions of dollars. Ultimately, this

transgression led to the near demise of Andersen, previously one of America’s Big Five auditing

firms. Clearly, the GAO (2007) standard on independence is applicable to program evaluations

as well as financial audits, and we think its message probably should be incorporated more

strongly into future editions of both the Joint Committee’s Program Evaluation Standards and

AEA’s Guiding Principles for Evaluators.

Joint Committee Program Evaluation Standards

The seventeen members of the original Joint Committee were appointed by twelve profes-

sional organizations. The organizations and their appointed members represented a wide

range of specialties: school accreditation, counseling and guidance, curriculum development,
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educational administration, higher education, educational measurement, educational re-

search, educational governance, program evaluation, psychology, statistics, and teaching. A

fundamental requirement of the committee is that it include about equal numbers of members

representing client and evaluator perspectives.2 Over the years, the number of organizations

sponsoring the Joint Committee has increased. (At the publication of the 2011 edition of The

Program Evaluation Standards, the committee was sponsored by seventeen organizations,

including AEA.3) The Joint Committee’s work was housed at the Western Michigan Univer-

sity Evaluation Center from 1975 to 2009, and since then has been located at the University

of Iowa.

Each edition of The Program Evaluation Standards (Joint Committee, 1981, 1994, 2011)

has detailed presentations of thirty standards. Each standard contains a statement of the

standard, a rationale for and explanation of its requirements, guidelines for carrying it out,

common errors or hazards to be anticipated and avoided, an illustrative case, and supporting

documentation. The 1994 and 2011 versions cover education and training in such settings

as business, government, law, medicine, the military, nursing, professional development,

elementary and secondary schools, social service agencies, and colleges and universities.

Whereas the thirty Joint Committee standards in the 1981 and 1994 editions are grouped

according to four essential attributes of a sound evaluation—utility, feasibility, propriety,

and accuracy—the 2011 edition includes a fifth attribute—evaluation accountability. The

2011 edition of The Program Evaluation Standards advises both evaluators and clients to

apply the thirty standards so that their evaluations satisfy all five essential attributes of a

sound evaluation. We advise readers to fix firmly in their minds the following five fundamental

concepts presented in the 2011 version ofThe ProgramEvaluation Standards: utility, feasibility,

propriety, accuracy, and evaluation accountability.

Utility

The utility standards are intended to ensure that an evaluation effectively delivers information

and judgments that stakeholders can apply to such areas as program planning, control,

improvement, assessment, accountability, and dissemination. An evaluation should be useful.

It should be addressed to those persons and groups that are involved in or responsible

for implementing the program being evaluated. The evaluator should ascertain the users’

information needs and report to them relevant evaluative feedback that is clear, concise, and on

time. He or she should help them identify and attend to the program’s problems and be aware of

important strengths. The evaluator should address the users’ most important questions while

also obtaining the full range of information needed to assess the program’s merit and worth.

Finally, the evaluator should not only report feedback about strengths and weaknesses but also

help users study and apply the findings. The utility standards reflect the general consensus

found in the evaluation literature that program evaluations should effectively address the

information needs of clients and other right-to-know audiences and should inform program

improvement processes and program accountability reports. If there is no prospect that the

findings of a contemplated evaluation will be used, the evaluation should not be undertaken.
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Feasibility

An evaluation should be feasible. The evaluator should employ evaluation procedures that

are parsimonious and operable in the program’s environment, should avoid disrupting or

otherwise impairing the program, and should control as much as possible the political

forces that might otherwise impede or corrupt the evaluation. And the evaluation should

be conducted as efficiently and cost-effectively as possible. This set of standards emphasizes

that evaluation procedures must be workable in real-world settings, not only in experimental

laboratories. Overall, the feasibility standards require evaluations to be realistic, prudent,

diplomatic, politically viable, frugal, and cost effective. Despite federal mandates to the

contrary, true experiments should not be applied in field settings, where it is impossible tomeet

this approach’s required assumptions. Instead, it is often prudent to conduct a naturalistic,

multimethod study, such as an in-depth case study.

Propriety

An evaluation should meet conditions of propriety. It should be grounded in clear, written

agreements defining the obligations of the evaluator and client in regard to supporting and

executing the evaluation. The evaluator should protect all involved parties’ rights and dignity,

and the evaluation’s findings must be honest and not distorted in any way. Reports should

be released in accordance with advance disclosure agreements and applicable freedom of

information statutes. Moreover, reports should convey appropriately balanced accounts of

strengths and weaknesses. The propriety standards reflect the fact that evaluations can affect

many people in negative as well as positive ways. They are designed to protect the rights

of all parties to an evaluation. In general, the propriety standards require that evaluations

be conducted legally, ethically, and with due regard for the welfare of those involved in the

evaluation as well as those affected by the results.

Accuracy

The accuracy standards are intended to ensure that an evaluation will yield, and the evaluator

will convey, technically adequate information about the features that determine the merit

and/or worth of the program being evaluated. The evaluator should clearly describe the

program as it was planned and actually executed, describe the program’s background and

setting, and report valid and reliable findings. He or she should identify and substantiate the

appropriateness of the evaluation’s information sources, measurement methods and devices,

analytical procedures, and provisions for bias control. The evaluator should present the

strengths, weaknesses, and limitations of the evaluation’s plan, procedures, information, and

conclusions, and should describe and assess the extent to which the evaluation provides an

independent, unbiased assessment as opposed to a possibly biased self-assessment. In general,

this group of standards requires evaluators to obtain technically sound information, analyze it

correctly, report justifiable conclusions, and note any pertinent caveats. The overall rating of

an evaluation against the accuracy standards is an index of its overall validity.
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Evaluation Accountability

An evaluation should be fully accountable. The evaluator should document and make available

for inspection all aspects of the evaluation that are needed for independent assessments of the

evaluation’s utility, feasibility, propriety, accuracy, and accountability. The evaluator should

also conduct an internal assessment of the evaluation and attest to the extent to which it meets

all of the standards. In addition, the evaluator should be proactive in seeking an independent,

standards-based assessment of the evaluation—that is, an external metaevaluation; he or she

should cooperate throughout the process and advocate release of metaevaluation findings.

The Joint Committee’s Overall Approach

These five concepts are the foundation stones in the 2011 Joint Committee standards. In

addition to the 1981, 1994, and 2011 editions of The Program Evaluation Standards, the

committee developed The Personnel Evaluation Standards (1988, 2009) and The Student

Evaluation Standards (2003). In each of its standard-setting projects, the Joint Committee

engaged about two hundred people concerned with the professional practice of evaluation in

a systematic process of generating, testing, and clarifying widely shared principles by which to

guide, assess, and govern evaluation work in education. In each project, the committee sought

widely divergent views on what standards should be adopted and subjected draft standards

to field tests and national hearings. The committee subsequently worked through consensus

development processes to converge on the final set of standards.

Each set of standards released by the Joint Committee is a living document. This standing

committee encourages users of each set of standards to provide feedback on applications of

the standards, along with criticisms and suggestions. From the outset of its work, the Joint

Committee has provided for periodic reviews and improvement of the standards. This feature

of how it operates is consistent with requirements for maintaining its accreditation by ANSI.

The Joint Committee’s 2011 program evaluation standards are summarized in Exhibit 3.1.

ANSI approved these standards as an American National Standard on June 21, 2010. Readers

are advised to study the full text of The Program Evaluation Standards, in the interest of

internalizing the standards and applying them judiciously at each stage of an evaluation. The

summary presented in Exhibit 3.1 is only a starting point and convenient memory aid.

Exhibit 3.1 SUMMARY OF THE PROGRAMEVALUATION STANDARDS

Utility Standards

U1 Evaluator Credibility. Evaluations should be conducted by qualified people who establish

and maintain credibility in the evaluation context.

U2Attention to Stakeholders. Evaluations should devote attention to the full range of individuals

and groups invested in the program and affected by its evaluation.
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U3 Negotiated Purposes. Evaluation purposes should be identified and continually negotiated

based on the needs of stakeholders.

U4Explicit Values Identification. Evaluations should clarify and specify the individual and cultural

values underpinning purposes, processes, and judgments.

U5 Relevant Information. Evaluation information should serve the identified and emergent

needs of stakeholders.

U6Meaningful Processes and Products. Evaluations should construct activities, descriptions, and

judgments in ways that encourage participants to rediscover, reinterpret, or revise their

understandings and behaviors.

U7 Timely and Appropriate Communicating and Reporting. Evaluations should attend to the

continuing information needs of their multiple audiences.

U8 Concern for Consequences and Influence. Evaluations should promote responsible and

adaptive use while guarding against unintended negative consequences and misuse.

Feasibility Standards

F1 Project Management. Evaluations should use effective project management strategies.

F2 Practical Procedures. Evaluation procedures should be practical and responsive to the way

the program operates.

F3 Contextual Viability. Evaluations should recognize, monitor, and balance the cultural and

political interests and needs of individuals and groups.

F4 Resource Use. Evaluations should use resources effectively and efficiently.

Propriety Standards

P1 Responsive and Inclusive Orientation. Evaluations should be responsive to stakeholders and

their communities.

P2FormalAgreements. Evaluationagreements shouldbenegotiated tomakeobligationsexplicit

and take into account the needs, expectations, and cultural contexts of clients and other

stakeholders.

P3HumanRights andRespect. Evaluations should be designed and conducted to protect human

and legal rights and maintain the dignity of participants and other stakeholders.

P4Clarity andFairness. Evaluations should be understandable and fair in addressing stakeholder

needs and purposes.

P5 Transparency and Disclosure. Evaluations should provide complete descriptions of findings,

limitations, and conclusions to all stakeholders, unless doing so would violate legal and

propriety obligations.
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P6 Conflicts of Interests. Evaluations should openly and honestly identify and address real or

perceived conflicts of interests that may compromise the evaluation.

P7 Fiscal Responsibility. Evaluations should account for all expended resources and comply with

sound fiscal procedures and processes.

Accuracy Standards

A1 Justified Conclusions andDecisions. Evaluation conclusions and decisions should be explicitly

justified in the cultures and contexts where they have consequences.

A2 Valid Information. Evaluation information should serve the intended purposes and support

valid interpretations.

A3 Reliable Information. Evaluation procedures should yield sufficiently dependable and consis-

tent information for the intended uses.

A4 Explicit Program and Context Descriptions. Evaluations should document programs and their

contexts with appropriate detail and scope for the evaluation purposes.

A5 Information Management. Evaluations should employ systematic information collection,

review, verification, and storage methods.

A6 Sound Designs and Analyses. Evaluations should employ technically adequate designs and

analyses that are appropriate for the evaluation purposes.

A7 Explicit Evaluation Reasoning. Evaluation reasoning leading from information and analyses

to findings, interpretations, conclusions, and judgments should be clearly and completely

documented.

A8 Communication and Reporting. Evaluation communications should have adequate scope

and guard against misconceptions, biases, distortions, and errors.

Evaluation Accountability Standards

E1 Evaluation Documentation. Evaluations should fully document their negotiated purposes

and implemented designs, procedures, data, and outcomes.

E2 Internal Metaevaluation. Evaluators should use these and other applicable standards to

examine the accountability of the evaluation design, procedures employed, information

collected, and outcomes.

E3 External Metaevaluation. Program evaluation sponsors, clients, evaluators, and other stake-

holders should encourage the conduct of external metaevaluations using these and other

applicable standards.

Source: Joint Committee on Standards for Educational Evaluation. (2011). The program evaluation standards:

A guide for evaluators and evaluation users (3rd ed.). Thousand Oaks, CA: Sage.
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The Joint Committee (2011) offered advice on which of the thirty standards aremost appli-

cable to each of ten tasks in the evaluation process: deciding whether to evaluate; negotiating

and formalizing agreements, contracts, and budgets; determining who will evaluate; negoti-

ating and developing evaluation purposes and questions; describing the program; designing

the evaluation; managing the evaluation; collecting information, analyzing information; and

communicating and reporting findings. The committee’s judgments of the different standards’

applicability to each evaluation task are summarized in Table 3.1. The categories of standards

are listed across the top of the matrix, and the ten evaluation tasks are presented down the

side. Although the Joint Committee concluded that all of the standards are applicable in all

educational program evaluations, the various cells indicate the committee’s judgment of which

standards are likely to be most relevant to given evaluation tasks. The 2011 program evalua-

tion standards are particularly applicable inmetaevaluations. In such studies, themetaevaluator

collects information and judgments about the extent to which a program evaluation complied

with the requirements for meeting each standard. The metaevaluator then judges whether

each standard was addressed, partially addressed, not addressed, or not applicable. A profile

of these judgments provides a basis for judging the evaluation against the considerations of

utility, feasibility, propriety, accuracy, and evaluation accountability and in relation to each

standard. When such metaevaluations are carried out early in an evaluation, they provide

diagnostic feedback of use in strengthening the evaluation. When completed after a program

evaluation, a metaevaluation helps users assess the evaluation’s findings and recommendations

to determine whether tomake prudent use of them or to reject them in part or even completely.

(Checklists for applying the program evaluation standards are available from the Evaluation

Center’s Web site at www.wmich.edu/evalctr/checklists as well as this book’s Web site at

www.josseybass.com/go/evalmodels.)

American EvaluationAssociationGuidingPrinciples for Evaluators

In November 1992 AEA created a task force and charged it with developing general guiding

principles for evaluation practice. The task force, chaired by William R. Shadish, subsequently

drafted a set of guiding principles for evaluators (Shadish et al. 1995b). Following a review

process made available to the entire AEA membership, the task force finalized the principles

document. After an affirmative vote by the AEAmembership, the AEA board adopted the task

force’s recommended principles as the official AEA evaluation principles. AEA then published

the principles in New Directions for Program Evaluation in 1995 (Shadish et al., 1995b). From

2002 to 2003 the guiding principles were reviewed and revised by the AEA Ethics Committee.

In July 2004 the AEA membership ratified the revised Guiding Principles for Evaluators. The

2004 AEA guiding principles comprise five principles and twenty-five underlying normative

statements to guide evaluation practice, and can be accessed from the AEA Web site at

www.archive.eval.org/Publications/GuidingPrinciples.asp. AEA gives blanket permission to

reprint Guiding Principles for Evaluators with appropriate attribution. Exhibit 3.2 shows the

principles and the associated normative statements as they appear regularly in the inside cover

of issues of the American Journal of Evaluation.

http://www.wmich.edu/evalctr/checklists
http://www.josseybass.com/go/evalmodels
http://www.archive.eval.org/Publications/GuidingPrinciples.asp
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Table 3.1 Analysis of the Relative Importance of the Five Categories of Program Evaluation Standards in Performing the Tasks

in an Evaluation

Utility

Standards

Feasibility

Standards

Propriety

Standards

Accuracy

Standards

Evaluation

Accountability

Standards

Deciding whether to

evaluate

U1, U2, U3 F2, F3 P2, P3, P4, P6 A4 E1

...................................................................................................................................................................................................
Negotiating and

formalizing agreements,

contracts, and budgets

U1, U2, U6, U7 F1, F4 P2, P4, P6, P7 E2, E3

...................................................................................................................................................................................................
Determining who will

evaluate

U1, U2, U4 F1, F3, F4 P2, P6 E1

...................................................................................................................................................................................................
Negotiating and

developing evaluation

purposes and questions

U2, U3, U4, U5, U6 F2, F3 P4, P5, P6 A1, A2, A4, A7 E1

...................................................................................................................................................................................................
Describing the program U2 F2, F3 P1, P5, P6 A2, A3, A4, A7, A8 E1
...................................................................................................................................................................................................
Designing the

evaluation

U2, U3, U4, U6 F2, F3, F4 P1, P2, P3 A1, A2, A3, A4, A5,

A6, A7

E1

...................................................................................................................................................................................................
Managing the

evaluation

U1, U2, U6, U7 F1, F2, F3 P7 A1, A6 E1

...................................................................................................................................................................................................
Collecting information U2, U5, U6, U7, U8 F1, F2, F3 P3 A2, A3, A5 E1, E2
...................................................................................................................................................................................................
Analyzing information U4, U5, U6, U7 F1, F2, F3 P1, P4, P5 A1, A2, A3, A4, A5,

A6, A7, A8
...................................................................................................................................................................................................
Communicating and

reporting

U2, U5, U7, U8 F2, F3 P1, P3, P5, P6 A7, A8

Source: Adapted from Joint Committee on Standards for Educational Evaluation. (2011). The program evaluation standards: A guide for evaluators and evaluation users

(3rd ed.). Thousand Oaks, CA: Sage.

Exhibit 3.2 AMERICAN EVALUATION ASSOCIATION GUIDING PRINCIPLES FOR

EVALUATORS

A. Systematic Inquiry. Evaluators conduct systematic, data-based inquiries, and thus should:

1. Adhere to the highest technical standards appropriate to the methods they use.

2. Explore with the client the shortcomings and strengths of evaluation questions and

approaches.

3. Communicate the approaches, methods, and limitations of the evaluation accurately

and in sufficient detail to allow others to understand, interpret, and critique their work.

B. Competence. Evaluators provide competent performance to stakeholders, and thus should:

1. Ensure that the evaluation team collectively possesses the education, abilities, skills,

and experience appropriate to the evaluation.
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2. Ensure that the evaluation team collectively demonstrates cultural competence and

usesappropriateevaluationstrategiesandskills toworkwithculturallydifferentgroups.

3. Practice within the limits of their competence, decline to conduct evaluations that fall

substantially outside those limits, andmake clear any limitations on the evaluation that

might result if declining is not feasible.

4. Seek to maintain and improve their competencies in order to provide the highest level

of performance in their evaluations.

C. Integrity/Honesty. Evaluators display honesty and integrity in their own behavior, and

attempt to ensure the honesty and integrity of the entire evaluation process, and thus

should:

1. Negotiate honestly with clients and relevant stakeholders concerning the costs, tasks,

limitations of methodology, scope of results, and uses of data.

2. Disclose any roles or relationships thatmight pose a real or apparent conflict of interest

prior to accepting an assignment.

3. Record and report all changes to the original negotiated project plans, and the reasons

for them, including any possible impacts that could result.

4. Be explicit about their own, their clients’, and other stakeholders’ interests and values

related to the evaluation.

5. Represent accurately their procedures, data, and findings, and attempt to prevent or

correct misuse of their work by others.

6. Work to resolve any concerns related to procedures or activities likely to produce

misleading evaluative information, decline to conduct the evaluation if concerns

cannot be resolved, and consult colleagues or relevant stakeholders about other ways

to proceed if declining is not feasible.

7. Disclose all sources of financial support for an evaluation, and the source of the request

for the evaluation.

D. Respect for People. Evaluators respect the security, dignity, and self-worth of respondents,

program participants, clients, and other evaluation stakeholders, and thus should:

1. Seek a comprehensive understanding of the contextual elements of the evaluation.

2. Abide by current professional ethics, standards, and regulations regarding confiden-

tiality, informed consent, and potential risks or harms to participants.

3. Seek to maximize the benefits and reduce any unnecessary harms that might occur

from an evaluation and carefully judge when the benefits from the evaluation or

procedure should be foregone because of potential risks.
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4. Conduct the evaluation and communicate its results in a way that respects stake-

holders’ dignity and self-worth.

5. Foster social equity in evaluation, when feasible, so that those who give to the

evaluation may benefit in return.

6. Understand, respect, and take into account differences among stakeholders such as

culture, religion, disability, age, sexual orientation, and ethnicity.

E. Responsibilities for General and Public Welfare. Evaluators articulate and take into account

the diversity of general and public interests and values, and thus should:

1. Include relevant perspectives and interests of the full range of stakeholders.

2. Consider not only immediate operations and outcomes of the evaluation, but also the

broad assumptions, implications, and potential side effects.

3. Allow stakeholders’ access to, and actively disseminate, evaluative information, and

present evaluation results in understandable forms that respect people and honor

promises of confidentiality.

4. Maintain a balance between client and other stakeholder needs and interests.

5. Take into account the public interest and good, going beyond analysis of particular

stakeholder interests to consider the welfare of society as a whole.

Source: American Evaluation Association. (2004). Guiding principles for evaluators. Washington, DC: Author.

Retrieved from http://www.archive.eval.org/Publications/GuidingPrinciples.asp

The 2004 AEA guiding principles for evaluators provide evaluators with a code of

professional behavior. The principles are also applicable to evaluating evaluation designs and

reports across a wide array of disciplines. They encourage evaluators to practice systematic

inquiry and to serve society by acting honestly and giving priority to the public welfare

throughout their professional career and in conducting evaluations.

Government Auditing Standards

David M. Walker, comptroller general of the United States, released the 2007 revision of Gov-

ernmentAuditing Standards, a document commonly referred to asGenerallyAcceptedGovern-

ment Auditing Standards (GAGAS), on behalf of the U.S. Government Accountability Office.

A GAO project team headed by Jeffrey C. Steinhoff had developed the document through

a deliberative process including extensive public comments and input from the comptroller

general’s twenty-one-member Advisory Council on Government Auditing Standards, chaired

by Jack R. Miller. This revision incorporates the then-current fieldwork and reporting stan-

dards issued by the American Institute of Certified Public Accountants. GAGAS applies to

http://www.archive.eval.org/Publications/GuidingPrinciples.asp
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the work of both individual auditors and audit organizations. Later in this section we provide

verbatim statements of standards in GAGAS and then paraphrase GAO’s narrative concerning

the standards.

GAGAS advances auditing of government programs as vital to fulfilling the government’s

duty to be accountable to legislative bodies, government officials, and the people. Auditors are

seen as responsible for helping interested parties assess and ensure the validity of reported

information on the results of programs and the soundness of related systems of internal

control. GAGAS presents broad statements of auditors’ responsibilities that are intended

to represent a floor of acceptable auditing behavior. They require auditors to meet defined

requirements for independence, professional judgment, competence, audit quality control

and assurance, and external peer reviews in planning, conducting, and reporting on their

work. Auditors and audit organizations are expected to follow these standards when required

by law, regulation, contract, agreement, or policy. The standards provide a framework to

ensure that audits are valid and relevant and also instrumental in improving government

management, decision making, oversight, effectiveness, efficiency, and accountability. These

standards require auditors to serve their clients and other financial statement users and to

protect the public interest by scrutinizing internal controls and reporting on the extent to

which the controls deter fraudulent financial reporting, illegal acts, or abuses; protect assets;

and provide an early warning of emerging problems. Auditors who performwork in accordance

with GAGAS are expected to justify any departures from these standards.

The document has eight chapters: (1) “Use and Application of the Government Auditing

Standards”; (2) “Ethical Principles in Government Auditing”; (3) “General Standards”; (4)

“Field Work Standards for Financial Audits”; (5) “Reporting Standards for Financial Audits”;

(6) “General, Field Work, and Reporting Standards for Attestation Engagements”; (7) “Field

Work Standards for Performance Audits”; and (8) “Reporting Standards for Performance

Audits.” Chapters 1, 3, 7, and 8 of GAGAS are particularly applicable to program evaluations.

Several points from Chapter 1 of GAGAS are especially pertinent to program evaluations.

Targeted types of program audits vary widely and may include assessments of program

effectiveness, side effects, economy, efficiency, cost-effectiveness, program implementation,

and equitable distribution of resources and services; the reliability, validity, or relevance of

an organization’s performance measures; internal control; compliance with regulations; and

prospective analyses to assist with program planning. Outcomes to be sought from program

audits includeprogram improvement, cost reduction, facilitationof decisionmaking, andpublic

accountability. Chapter 1 notes that GAGASmay be used in conjunction with other standards,

including the AEA guiding principles for evaluators (2004) and the Joint Committee’s program

evaluation standards (1994).

Chapter 2 of GAGAS identifies and defines the key ethical principles underlying the

standards, as summarized here:

The public interest: Honoring and protecting the collective well-being of the community

of people and entities being served by the auditors

Integrity: Conducting work with an attitude that is objective, fact oriented, nonpartisan,

and nonideological with regard to audited entities and users of the auditors’ reports
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Objectivity: Being independent in fact and appearance when providing audit services,

maintaining an attitude of impartiality, being intellectually honest, and being free of

conflicts of interest

Proper use of government information, resources, and position: Using government infor-

mation, resources, or positions for official purposes and not inappropriately for the

auditors’ personal gain or in a manner contrary to law or detrimental to the legitimate

interests of the audited entity or the audit organization; and sensitive or classified

information is to be handled properly

Professional behavior: Complying with laws and regulations and avoiding any conduct that

might bring discredit to auditors’ work, including actions that could cause an objective

third party with knowledge of the relevant information to conclude that the auditors’

work was professionally deficient

In accordance with these principles, program audits or evaluations should be objective,

competent, fact based, intellectually honest, nonpartisan, free of conflicts of interest (in fact

or appearance), and nonideological in relationships with evaluees and users of audit reports.

Auditors should honor the public trust, be professional in planning and performing their

assessment and reporting functions, and embody the concept of accountability to the public.

They should not use obtained information for any personal gain or in any manner that would

impede the legitimate and ethical efforts of the audited entity.

GAGAS General Standards

As presented in Chapter 3, GAGAS contains four general standards having to do with (1)

the independence of the audit organization and its individual auditors; (2) the exercise of

sound professional judgment in conducting and reporting audits, exercising quality control,

and engaging external peer reviews; (3) the competence and continuing education of audit

staff; and (4) provisions for quality control to provide reasonable assurance of compliance

with applicable auditing standards. These general standards are considered mandatory when

performing audits requiring application of GAGAS. They are targeted to ensure credibility of

audit results. Discussion of the general auditing standards follows.

Independence

The general standard related to independence reads as follows:

In all matters relating to the audit work, the audit organization and the individual auditor,

whether government or public, must be free from personal, external, and organization

impairments to independence, and must avoid the appearance of such impairments of

independence. (U.S. Government Accountability Office, 2007, p. 29)

This standard is intended to ensure that opinions, conclusions, judgments, and recom-

mendations will be impartial and viewed as impartial by knowledgeable third parties, and be

free from personal, external, and organizational impairments to independence.



Trim size: 7in x 9.25inStufflebeam c03.tex V2 - 08/06/2014 7:17am Page 86

86 CHAPTER 3–STANDARDS FOR PROGRAM EVALUATIONS

Personal Impairments Audit organizations are expected tomaintain internal quality control

systems for detecting and appropriately addressing issues, in fact or appearance, of auditor

partiality. Individual auditors are expected to notify appropriate officials within their audit

organization if they have any personal impairments to independence—for example, friends or

familymembers in the audited entity, financial interest in the entity, previous employment in the

entity, seeking employment in the entity, or biases toward any aspect of the entity. To forestall or

address personal impairments to independence, audit organizations are taskedwith establishing

pertinent independence policies and procedures, communicating these to all auditors in the

organization, providing them with appropriate training, monitoring compliance with the

standard, establishing a disciplinary mechanism, promptly resolving personal infringements of

independence, and stressing that auditors must maintain independence and always act in the

public interest.

External Impairments An auditor’s independence may be compromised when factors

outside the audit organization constrain or interfere with the auditor’s ability to render

independent and objective opinions and conclusions. Such impairments may occur when

managers in the audited organization, oversight body, or funding organization exert pressure

to inappropriately alter the audit’s scope or procedures; unreasonably restrict time allowed

to complete the audit; restrict access to needed records; interfere with the selection and

appointment of auditors; unduly restrict funding of the audit; pressure the auditor to distort,

excise, or tone down certain judgments; inappropriately jeopardize the auditor’s continued

employment; or threaten or actually engage in inappropriate modification of the audit report.

Audit organizations are expected to identify possible external impairments and ways of

addressing them through internal policies and procedures for reporting and resolving external

impairments.

Organizational Impairments Audit organizations need to be free from impairments to

independence regarding their place within or relationship to the organization that houses the

entity to be audited. Auditors can be presumed to be free of organizational impairments if their

audit organization is independent from the audited entity.

The Independence standard spells out a number of ways that audit organizations can

meet the requirement of organizational independence. These include assignment of audit

responsibility to a level of government other than the one housing the audited entity and

assignment to a different branch of government within the same level of government as the

audited entity. Also, an audit organization may be presumed to be free of organizational

impairments to independence if its head was directly elected or appointed by a government

entity that oversees and has the power to remove the person.

This standard identifies a number of safeguards that may be appropriate for audit orga-

nizations that are in structures different from those just referenced. Among these safeguards

against organizational impairments to independence are statutory protections that prevent

abolishment of the audit organization by the audited entity; require transparency of reasons

for removing the head of the audit organization; prevent the audited entity from interfering
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in the audit; require the audit organization to report to a governing body that is independent

from the audited entity; give the audit organization sole authority over staffing the audit work;

and guarantee access to records and documents needed to complete an audit.

Some audit organizations are internal to the organization being audited. To meet the

needs of these internal audit organizations, the Independence standard includes provisions and

suggestions that may apply to audit units within such organizations as colleges, universities,

school districts, and hospitals. Main requirements for such units are accountability to the

head or deputy head of the organization, reporting audit results to the head or deputy head

of the organization and to those charged with governance, and being located organizationally

outside the staff or line management function of the unit under audit. The internal audit

organizationmust document the conditions that make it free from organizational impairments

to independence and must subject this documentation to peer review to ensure that all

necessary safeguards are met.

Professional Judgment

The second GAGAS general standard pertains to professional judgment as used in planning

and performing audits and attestation engagements and in reporting results.4 This standard

requires auditors to apply reasonable care, a questioningmind, a critical assessment of evidence,

and an honest appraisal of their own qualifications for performing the audit to all aspects of

their work, to serve the public interest effectively and maintain utmost integrity, objectivity,

independence, and credibility. The exercise of professional judgment is intended to help ensure

that anymaterial misstatements or significant inaccuracies in data will be detected, considered,

minimized, mitigated, and explained.

Exercise of professional judgment is required in determining the type of assignment to

be performed, pertinent evaluative criteria, scope of the work, methodological approach, type

and amount of needed information, and tests and procedures. Professional judgment is also

required in staffing the audit, carrying out the study, assessing obtained evidence, evaluating

the audit work, and reporting findings.

Auditors are expected to maintain professional skepticism throughout an assignment in

judging the sufficiency, competency, and relevance of evidence. They are not to assume that

management at the audited entity is dishonest or unquestionably honest. Instead, they are

expected to judge evidence on its merits, regardless of beliefs about the honesty and integrity

of management.

Competence

The third GAGAS general standard requires that “the staff assigned to perform the audit

or attestation engagement . . . collectively possess adequate professional competence for the

tasks required” (U.S. Government Accountability Office, 2007, p. 51). This standard places

responsibility on audit organizations to assign staff members who collectively possess the

knowledge, skills, and experience needed to meet the needs of a particular assignment or

set of audits to be performed. Audit organizations are expected to maintain a competent
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workforce by employing a sound process of staff recruitment, hiring, continuous development,

assignment, and evaluation. To meet the requirement for competence, an audit organization

may have to employ persons with expertise in a variety of areas, such as statistical sampling,

survey methods, statistical analysis tests, accounting, law, audit design and methodology,

information technology, public administration, engineering, economics, social sciences, and

actuarial science. Auditors are expected to maintain their professional competence through

continuing professional education, in accordance with the GAGAS requirements.

In regard to work assignments, each staff member is expected to have relevant education,

skills, and experience and be knowledgeable of the parts of GAGAS that pertain to their

assignments. An audit team collectively should possess knowledge of the audited entity’s

environment and the subject matter under review, and should possess good oral and written

communication skills.

Quality Control and Assurance

The fourth general standard, quality control and assurance, reads:

Each audit organization performing audits or attestation engagements in accordance with

GAGAS must: (a) establish a system of quality control that is designed to provide the audit

organization with reasonable assurance that the organization and its personnel comply

with professional standards and applicable legal and regulatory requirements, and (b) have

an external peer review at least once every 3 years. (U.S. Government Accountability Office,

2007, p. 55)

This standard’s intent is tomake certain that an audit organizationwill have and implement

a structure, policies, and procedures for internal quality control that will reasonably ensure the

organization’s compliance with GAGAS.

The internal quality control mechanism should include policies and procedures that (1)

designate responsibility for ensuring the quality of audits and communicating policies and

procedures relating to quality; (2) provide reasonable assurance that independence in audits

will be maintained; (3) help see to it that the organization will initiate, accept, and continue

only those audits that comply with professional standards, ethical principles, and pertinent

legal authority; (4) help ensure that the organization will have appropriately qualified staff; (5)

help ensure that audit assignments will be appropriately documented and reported; and (6)

provide for ongoing, periodic assessment of the organization’s compliance with quality control

policies and procedures.

Internal quality control systems are permitted to vary in their sophistication and documen-

tation depending on such factors as the size, nature, and resources of the audit organization and

appropriate cost-benefit considerations. Nevertheless, each audit organization is expected to

maintain up-to-date documentation that details and demonstrates compliance with its quality

control policies and procedures.

As already indicated, audit organizations are expected tohave an independent, external peer

review of their auditing and attestation practices at least once every three years. Peer reviews
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are to focus on the appropriateness, adequacy, and effective implementation of internal quality

control policies and procedures. The peer review team’s organization is required to meet all

relevant conditions for independence as defined in GAGAS and ultimately this organization

is expected to assign audit team members who collectively are knowledgeable of GAGAS and

government auditing; are competent to conduct the particular review; and give evidence of

having conducted competent peer reviews. Also, the audit organization should provide the

entity to be audited with one or more peer review reports assessing the organization’s auditing

qualifications and experience.

The peer review team is expected to examine the audit organization’s internal quality

control policies and procedures and interview various staff members at the audit organization

to assess their understanding of and compliance with relevant quality control policies and

procedures. The team will also sample and assess a reasonable cross-section of the audit

organization’s performed assignments. The review should be sufficiently comprehensive to

conclude whether the audit organization’s quality control policies, procedures, and actions are

sufficient to provide reasonable assurance that the organization’s work conforms to appropriate

standards. The peer review team’s written report should include at least the scope of the review;

caveats; the standards used to assess the audit organization’s peer review system; an opinion

on the adequacy of the structure and implementation of the organization’s peer review system;

and, as appropriate, reasons for an adverse opinion plus actionable recommendations.

The importance of peer reviews is seen in the requirement that audit organizations seeking

to contract for work in accordance with GAGAS provide the party contracting for their

services with their most recent external peer review report and associated materials. Audit

organizations are also expected to transmit their external peer review report to appropriate

oversight bodies. The organizations are advised, on request by government oversight bodies or

other right-to-know groups, to promptly make public their peer review report and associated

materials.

The four general standards of GAGAS are heavily oriented to audit organizations but

also have considerable relevance to program evaluations and the organizations that conduct

program evaluations. Clearly, program evaluations can be enhanced by meeting general

requirements for independence, professional judgment, competence, and quality control and

assurance. We next consider the two chapters on fieldwork and reporting in GAGAS that

directly address the enterprise of program evaluation.

GAGAS Fieldwork Standards for Performance Audits

As portrayed in Table 3.2, the fieldwork standards for performance audits have two dimensions:

(1) three general, pervasive concepts along the horizontal dimension and (2) four standards

along the vertical dimension. These GAGAS standards include the concepts of reasonable

assurance, significance, and audit risk for consideration when applying each of the four stan-

dards having to do with planning the audit; supervising staff; obtaining sufficient, appropriate

evidence; and preparing audit documentation.
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Table 3.2 Four Standards for Evaluation Fieldwork in Relation to Three Underlying, Pervasive Concepts

Pervasive Concepts

Standard Reasonable Assurance Significance Audit Risk

Planning the Audit Ensuring that the audit scope is

reasonable (for example, in

terms of audit objectives and

realistic limitations on the

project)

Developing a plan that

adequately addresses all key

issues that are material to the

audit’s validity (for example,

making provisions for an

adequate timeline and sufficient

budget)

Providing safeguards to prevent

or counteract suspected threats

to the audit’s integrity, such as

an interested party that seeks to

limit auditors’ probing into

certain relevant matters

...................................................................................................................................................................................................
Supervising Staff Ensuring that the staff is

sufficiently competent (for

example, to meet audit

objectives and earn credibility

with audit audiences)

Making appropriate decisions in

regard to the hiring of specialized

consultants, for example

Obtaining legal counsel to help

ensure the audit’s legal viability,

for example

...................................................................................................................................................................................................
Obtaining Sufficient,

Appropriate Evidence

Ensuring that the full range of

needed evidence will be

obtained, for example

Achieving acceptable,

documented levels of reliability

and validity in obtained

information, for example

Obtaining alternative forms of

qualitative and quantitative

evidence to assess and justify

conclusions and

recommendations, for example
...................................................................................................................................................................................................
Preparing Audit

Documentation

Ensuring that reports will

provide support for conclusions

and recommendations with

adequate supporting evidence,

for example

Providing the level of

documentation and validation of

the documentation that

audiences expect to see in the

audit report, for example

Obtaining an independent,

standards-based assessment of

the draft audit report, for

example

Source: Adapted from U.S. Government Accountability Office. (2007). Government auditing standards (GAO-07-731G). Washington, DC: U.S. Government Printing Office.

Reasonable Assurance

In addressing all four fieldwork standards, performance auditors need to do all they can to

meet the GAGAS requirement of sufficient and appropriate evidence. Throughout the process

of planning the audit, appointing and supervising staff, collecting evidence, and documenting

and reporting on the audit, the auditors should develop a valid case for the level of confidence

that users may confidently place in the audit’s findings. Because performance audits vary in

breadth of focus and availability of needed evidence, auditors need to exercise professional

judgment in determining an appropriate scope for the audit and should inform users of the

audit’s strengths as well as its limitations in addressing audit objectives. Clearly, providing

users of the audit with reasonable assurance of the audit’s soundness for addressing its own

objectives is a pervasive issue that should be systematically addressed throughout the process

of planning, staffing, conducting, and reporting on an audit.

Significance

Significance concerns the relative importance of the various issues faced during the planning,

staffing, conduct, and reporting of an audit within a defined context. Auditors need to carefully

judge the significance of such audit matters as the type of audit to perform, the timeline for
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the audit, the amount of required methodological rigor, the adequacy of the audit’s budget,

the sufficiency of audit staff qualifications, the provision of specialized training for audit staff

members, the desirability of hiring specialized consultants, the need for legal experts to review

plans and reports, the acceptability of documented levels of reliability and validity in obtained

information, the breadth of audiences for the audit report, and the level of documentation

required in the audit report. Because all audits are conducted under some level of constraints,

auditors need to exercise professional judgment concerning a wide range of matters and their

relative importance.

Audit Risk

GAGAS defines audit risk as

the possibility that the auditors’ findings, conclusions, recommendations, or assurance

may be improper or incomplete, as a result of factors such as evidence that is not sufficient

and/or appropriate, an inadequate audit process, or intentional omissions or misleading

information due to misrepresentation or fraud. (U.S. Government Accountability Office,

2007, p. 123)

Throughout the process of planning, staffing, conducting, and reporting the audit, the

auditors should be vigilant to identify and proactive to counteract such risks as overpromising

what the audit can accomplish; agreeing to an overly restrictive time frame, budget, or set of

rules for accessing records; depending unduly on the accuracy of the audited entity’s database;

errors in obtained information; and fraud or abuse in any aspect of the audit or the audited

entity.

GAGAS notes:

Audit risk can be reduced by taking actions such as increasing the scope of work;

adding experts, additional reviewers, and other resources to the audit team; changing the

methodology to obtain additional evidence, higher quality evidence, or alternative forms

of corroborating evidence; or aligning the findings and conclusions to reflect the evidence

obtained. (U.S. Government Accountability Office, 2007, p. 124)

Given the preceding principles to guide the fieldwork in performance audits, we now turn

to the four fieldwork standards.

Fieldwork Standard 1: Planning

GAGAS provides extensive, detailed guidance for planning performance audits. Those who

intend to use GAGAS to plan a performance audit or program evaluation are advised to

reference and closely study pages 124 through 146. Here we summarize the main dimensions

of that guidance.

The GAGAS standard for planning performance audits states, “Auditors must adequately

plan and document the planning of the work necessary to address the audit objectives” (U.S.

Government Accountability Office, 2007, p. 124). In planning an audit, auditors are directed
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to assess significance and reduce audit risk to an appropriate level by exercising professional

judgment in defining the audit’s objectives, scope, and neededmethods. Planning of these three

elements is to be ongoing throughout the audit. Essentially, audit objectives denote the audit’s

subject matter and the performance questions to be answered based on evidence obtained

and assessed against audit criteria. Scope refers to the audit’s boundary and subject matter, and

is directly tied to the audit objectives, with such specifications as the period of time to be

reviewed, necessary documentation, and locations at which the fieldwork will be performed.

Themethodology comprises the methods and devices for gathering and analyzing the evidence

needed to address the audit objectives, reduce audit risk to an acceptable level, and provide

reasonable assurance that the evidence is sufficient and appropriate to support the auditor’s

findings and conclusions.

Staff development of the audit plan should take into account (1) the nature of the program;

(2) the needs of potential users of the audit; (3) the relevance of internal control to the require-

ments of the audit; (4) the information system controls employed by the entity being audited;

(5) pertinent legal and regulatory requirements, grants, and contracts; (6) risks of fraud or abuse

having significance to audit objectives; (7) any relevant, ongoing investigations or legal proceed-

ings; (8) results of pertinent previous audits; (9) the needed evaluative criteria; (10) the amount

and type of required evidence and sources of relevant evidence; (11) the potential to use findings

of other, similar audits; (12) required staff and other resources; and (13) needed arrangements

for communicating with management, those charged with governance, and others.

Auditors are expected to prepare a written audit plan for each audit and to update the plan

as necessary during the audit. GAGAS notes,

The form and content of the written audit plan may vary among audits but should be

sufficiently complete to enable the audit organization management to supervise audit

planning. Using the plan they should be able to monitor and assess the audit’s objectives;

provisions for detecting and addressing risks; appropriateness of scope and methodology;

sufficiency and appropriateness of evidence; collective competence of staff, supervisor,

and specialists; and on-time performance. (U.S. Government Accountability Office, 2007,

pp. 146–147)

Fieldwork Standard 2: Supervision

The standard states,

Audit supervisors or those designated to supervise auditors must properly supervise audit

staff. Supervisors are to guide and direct staff to ensure achievement of audit objectives,

keep apprised of significant problems encountered, review work performed, and provide

effective on-the-job training. (U.S. Government Accountability Office, 2007, p. 147)

Fieldwork Standard 3: Evidence

The standard states, “Auditors must obtain sufficient, appropriate evidence to provide a

reasonable basis for their findings and conclusions.” Under this fieldwork standard, “appropri-

ateness is the measure of the quality of evidence that encompasses its relevance, validity, and



Trim size: 7in x 9.25inStufflebeam c03.tex V2 - 08/06/2014 7:17am Page 93

GOVERNMENT AUDITING STANDARDS 93

reliability in providing support for findings and conclusions related to the audit objectives,”

and “sufficiency is a measure of the quantity of evidence used to support the findings and

conclusions related to the audit objectives” (U.S. Government Accountability Office, 2007,

p. 147). In judging appropriateness and sufficiency of the evidence as a whole, auditors are

expected to exercise professional judgment in determining whether enough sound evidence

has been obtained to persuade a knowledgeable person that the findings are reasonable.

In making such determinations, auditors are told to consider evidence to be unacceptably

limited when its validity or reliability has not been assessed or cannot be assessed; tests have

uncovered errors in the evidence; use of the evidence carries an unacceptable risk of leading

to an incorrect or improper conclusion; or too little evidence has been obtained to justify

the findings and conclusions. When the available evidence is judged inadequate, auditors are

advised to take such further steps as seeking independent, corroborating evidence from other

sources; redefining and possibly limiting audit objectives to what can be supported by the

data; presenting the findings along with appropriate disclaimers and cautions; or reporting the

cause of inadequate evidence, such as significant internal control deficiencies. In analyzing and

interpreting obtained evidence, auditors may identify a situation related to the audit objectives,

for example, a gap between the existing situation (condition) and the required or desired state

(criteria), that may serve as the basis for recommending corrective action. To diagnose what

problems need resolution, the auditors may then look for causes of the undesirable situation.

Examples may include poorly designed policies, procedures, or criteria; staff with insufficient

competence; inconsistent, incomplete, or incorrect implementation; deficiencies in internal

control; or factors beyond the control of management.While steering auditors toward drawing

cause-and-effect conclusions, GAGAS also notes that validly diagnosing causes of observed

undesirable situations can be highly difficult to achieve, because deficient programperformance

often is a function of multiple complex factors.

Fieldwork Standard 4: Audit Documentation

According to this standard,

Auditors must prepare audit documentation related to planning, conducting, and report-

ing for each audit. Audit documentation should contain sufficient detail to enable an

experienced auditor, having no previous connection to the audit, to understand the nature,

timing, extent, and results of audit procedures performed, the audit evidence obtained and

its source, and the judgments and conclusions reached, including adequate supporting

evidence. Auditors should document their support for findings, conclusions, and recom-

mendations before issuing their audit report. (U.S. Government Accountability Office,

2007, pp. 156–157)

Pursuant to this fourth standard, auditors are advised to exercise professional judgment in

documenting their audit work. UnderGAGAS auditors should document the audit’s objectives,

scope, and methods; work performed to support significant judgments and conclusions,

including transactions and records examined; and evidence of supervisory review of the
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audit work prior to completing the final report. Auditors also are directed to document any

departures from GAGAS requirements due to law, regulation, scope limitations, restrictions

on accessing needed records, and so forth.

A continual process of documentation provides the principal support for the audit

report, aids in conducting and supervising the audit work, and allows for review of audit

quality. The documentation should be sufficiently detailed to make clear the audit’s purpose,

source, and conclusions, and it should be appropriately organized to clearly link the report’s

findings, conclusions, and recommendations. Audit organizations are expected to establish

and implement reasonable policies for the proper storage and control of audit documentation

for a time sufficient to satisfy legal and administrative requirements. Another intended use of

audit documentation is to facilitate cooperation of government agencies in auditing programs

of common interest so that auditors may use each other’s work and avoid duplication of effort.

Accordingly, auditors should, through such means as contracts, make appropriate individuals

and audit documentation available in a timely manner to other, appropriate auditors or

reviewers.

GAGAS Reporting Standards for Performance Audits

The three reporting standards for performance audits within GAGAS pertain to the form of

reports, report contents, and report issuance and distribution. For each of these standards we

give GAO’s definition and then characterize GAO’s elaboration of the standard.

Reporting Standard 1: Form

The standard states, “Auditors must issue audit reports communicating the results of each

completed performance audit” (U.S. Government Accountability Office, 2007, p. 160). This

first standard requires reports to be in a form that is appropriate for its intended use and

in writing or otherwise retrievable—for example, a printed report, electronic media, letters,

or briefing slides. Report forms should be chosen to communicate findings clearly to those

charged with governance; appropriate officials of the audited entity; appropriate oversight

officials; and, as applicable, the public. Reports should minimize misunderstanding of findings

and facilitate follow-up to identify and assess corrective actions. If an audit is aborted, no

report is issued. If, following issuance of a report, the auditors discover significant deficiencies

in their findings and conclusions, the standard directs the auditors to so inform those charged

with governance, the appropriate officials of the audited entity, and the appropriate officials

of the organizations requiring or arranging for the audit, so that they will not continue to rely

on findings or conclusions that are not supported by appropriate, sufficient evidence. Auditors

should remove faulty reports from publicly accessible sources, such as Web sites, and post

a public notification of such removal. Subsequently, the auditors should determine whether

to recycle the audit process to obtain the needed valid evidence and issue a revised report

containing appropriately supported findings or conclusions.
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Reporting Standard 2: Report Contents

The standard states,

Auditors should prepare audit reports that contain (1) the objectives, scope, andmethodol-

ogyof the audit; (2) the audit results, includingfindings, conclusions, and recommendations,

as appropriate; (3) a statement about the auditors’ compliance with GAGAS; (4) a summary

of the views of responsible officials; and (5) if applicable, the nature of any confidential or

sensitive information omitted. (U.S. Government Accountability Office, 2007, p. 161)

This standard directs auditors to define the audit objectives and audit criteria; identify

the organizations, geographical locations, and time period covered; document the kinds and

sourcesof evidence; and identify significant limitationsoruncertainties concerning the auditors’

assessment of the sufficiency and appropriateness of the overall set of evidence. Auditors are

also expected to report any significant constraints on the audit work by information limitations

or scope impairments, including denials of access to certain records or individuals. This

standard also directs auditors to report deficiencies in internal control that are significant to

audit objectives. In reporting the methodology they used, auditors are to identify significant

assumptions underlying the audit, describe comparative techniques applied, and explain and

justify any applied sampling design.

Auditors are also instructed to report all instances of fraud and illegal acts (unless they are

inconsequential within the context of the audit objectives), significant violations of contract

provisions or grant agreements, and significant abuse that have occurred or are likely to

have occurred. Auditors are expected to report known or likely fraud, illegal acts, violations

of contract provisions or grant agreements, or abuse directly to outside parties specified in

law or regulation when management of the audited entity fails to satisfy legal or regulatory

requirements to report such information to the specified external parties. Further, when entity

management fails to take timely and appropriate steps to respond to known or likely fraud,

illegal acts, violations of contract provisions or grant agreements, or abuse that is significant to

the findings and conclusions and also involves direct or indirect funding from a government

agency, auditors are expected to report such failure by the entity to the funding agency.

Conclusions are to be keyed to the audit objectives; supported by sufficient, appropriate

evidence; and presented in the form of sound, logical inferences. Ideally, auditors will use

sound conclusions to derive clear, convincing, concrete recommendations for action. Such

recommendations for corrective action are seen as warranted if they are significantly keyed

to audit objectives; supported by appropriate, sufficient evidence; and based on strong logic.

Recommendations are defined as effective when they are addressed to parties that have the

authority to act and when they are specific, practical, cost effective, and measureable.

This standard on report contents provides auditors with the following language for stating

that their audit complied with GAGAS:

We conducted this performance audit in accordance with generally accepted government

auditing standards. Those standards require that we plan and perform the audit to
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obtain sufficient, appropriate evidence to provide a reasonable basis for our findings and

conclusions based on our audit objectives. We believe that the evidence obtained provides

a reasonable basis for our findings and conclusions based on our audit objectives. (U.S.

Government Accountability Office, 2007, p. 169)

When auditors have not complied with all applicable GAGAS requirements, they are

directed to include either a modified version of this compliance statement, including acknowl-

edgment that not all standards were followed, or a straightforward statement indicating that

the standards were not followed.

Auditors are advised to invite responsible officials of the audited entity and others to

review and provide comments on a draft of the final report to help ensure that it is fair,

complete, and objective. Auditors should include in the final report a copy or summary of any

commentary on the audit report from the responsible officials of the audited program and

any corrective actions the officials plan to pursue. Written commentary that can be reported

verbatim is preferred, but if the auditors can only summarize oral commentary received, they

should provide a copy of the summary to the respondents and ask them to verify its accuracy.

As appropriate, the auditors should report their agreement or disagreement with the views

or contemplated corrective actions presented by officials of the audited program, especially

when these are inconsistent or in conflict with the draft report’s findings, conclusions, or

recommendations. Conversely, if respondents’ criticisms of the draft report are found to be

valid, the auditors are told to modify their report as necessary. If the audited entity declines

the invitation to submit comments or does not respond in a reasonable period of time, the

auditors should state in the report that the audited entity did not provide comments.

If certain pertinent information—that is sensitive, confidential, or prohibited from public

disclosure—isomitted fromthe report, the audit report should identify thenatureof theomitted

information and state the reason or circumstances that make the omission necessary. This

standard identifies a number of such reasons and provides recommendations for addressing

these circumstances. Among the legitimate reasons for omitting certain information from a

report are legal prohibitions, threats to public safety and security, and concern for the broader

public interest. Suggestions for addressing these difficulties include communicating general

information in a written report and communicating detailed information verbally or issuing a

separate, classified or limited-use report containing the sensitive information only to persons

who are authorized by law or regulation to receive it. Auditors may consult legal counsel about

ways to legally address issues related to public records and other matters having to do with

reporting information whose disclosure is problematic.

Reporting Standard 3: Report Distribution

This standard states, “Audit organizations in government entities should distribute audit

reports to those charged with governance, to the appropriate officials of the audited entity,

and to the appropriate oversight bodies or organizations requiring or arranging for the audits”

(U.S. Government Accountability Office, 2007, p. 173).
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As appropriate, auditors are advised to distribute copies of their reports to others

authorized to receive them, such as officials with responsibility to act on audit findings and

recommendations. When following GAGAS requirements in contracting to perform an audit,

public accounting firms are instructed to clarify report distribution responsibilities with the

engaging organization.

Internal auditors are advised to report results to parties who can ensure that the results

are given due consideration. Before sending internal audit results to outside parties, internal

auditors are instructed to assess potential risk to the organization; consult with senior

management, legal counsel, or both; and control dissemination by identifying in the report

those who are authorized to see and use it.

Supplemental Guidance

Offering supplemental guidance, Appendix 1 of GAGAS includes advice to assist auditors

with implementing the standards. Although not establishing additional requirements, this

guidance is intended to enhance users’ understanding and application of the general, financial,

attestation, and performance standards. Key areas of guidance include deficiencies in internal

control; determining whether laws, regulations, or contract provisions or grant agreements

are significant within the context of the audit objectives; laws, regulations, and guidelines

that require the use of GAGAS; the role of those charged with governance in regard to

accountability; management’s role in regard to accountability; nonaudit services; the quality

control system; types of evidence; appropriateness of evidence in relation to the audit objectives;

and report quality elements.

Clearly, GAGAS is a valuable resource for program evaluators. In this chapter we have

provided a summary of the parts of the document that are directly relevant to program

evaluations. We strongly urge evaluators to obtain, study, and use this document plus

updated editions as they are published. Program evaluators can strengthen their studies by

regularly consulting this set of authoritative requirements, helpful explanations, and practical

suggestions. They will find GAGAS useful in all stages of program evaluation work, including

planning, contracting, staffing, conducting, reporting, and evaluating a program evaluation.

Using Evaluation Standards

Although the three sets of standards examined in this chapter vary in detail and substantive

orientation, they are complementary, not contradictory. Fundamentally they are consistent

in advocated principles but provide different emphases, cross-checks, levels of detail, and

treatments of the requirements for sound evaluations. All three sets of standards are in

substantial agreement as to what constitutes sound evaluation practices. Evaluations should

be beyond reproach, with evaluators adhering to all relevant laws and ethical codes. Moreover,

evaluators should produce valid findings and should be careful not to present unsupportable

conclusions and recommendations. In addition, evaluators should carefully sort out their
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roles as independent inquirers from their roles as social advocates and make sure that their

evaluations are not corrupted by conflicts of interest. All three sets are grounded in the

proposition that sound program auditing/evaluation is vital to the functioning of a healthy

society. Service providers and governments must regularly subject their services to evaluation,

and evaluators must deliver services that are legal, ethical, effective, safe, accounted for, and

in the public interest. Standards are a powerful force for bringing about the needed sound

evaluation services. Clearly, the three sets of standards together constitute a valuable resource

offering principles, concepts, and procedures for evaluators and their clients.

Depending on particular evaluation assignments, the three sets may be used interchange-

ably or in concert. Comparisons of the substance of the 1994 Joint Committee program

evaluation standards and the 1995 AEA guiding principles for evaluators (Shadish, Newman,

Scheirer, & Wye, 1995b) have revealed key differences and similarities in the standards and

principles (Covert, 1995; J. R. Sanders, 1995). Essentially everything covered by the AEA prin-

ciples (Shadish et al., 1995b) was also covered by the Joint Committee’s standards. However,

the latter’s coverage is broader and much more detailed, and it delves deeper into evaluation

issues. No similar comparisons of the 2011 Joint Committee program evaluation standards;

the government auditing standards (U.S. Government Accountability Office, 2007); and the

2004 AEA guiding principles for evaluators have been published. This would be a worthy

project for a doctoral dissertation or other research investigation. In closing, we reprise each

set of standards, discuss priorities for using each set, and outline a general process for applying

standards.

The 2004AEA guiding principles state that program evaluations shouldmeet requirements

for systematic inquiry, competence, integrity and honesty, respect for people, and responsibility

for the general and public welfare. Of the three sets of standards, the guiding principles have

the widest applicability and are themost general. They are officially endorsed by AEA and apply

to program evaluations across a variety of government and social service sectors. They contain

twenty-five important statements to support the five principles, but they lack detailed criteria

and guidance. These standards arguably should be applied in all U.S. program evaluations,

but due to their lack of specificity, they often function best as a secondary set of standards.

Their applicability extends beyond the United States to all evaluators who decide to conduct

their program evaluations in accordance with AEA’s Guiding Principles for Evaluators (2004).

The 2011 Joint Committee program evaluation standards are focused on evaluations of

educational programs in the United States and Canada. The Program Evaluation Standards

stipulates that evaluations should meet requirements for utility, feasibility, propriety, accuracy,

and evaluation accountability and provides extensive guidance and an assortment of illustrative

cases. Thedevelopment of the standardswas sponsoredby seventeenprofessional organizations

concerned with improving education. Also, ANSI accredited these standards as the ones to be

employed in evaluating educational programs in the United States.

The U.S. Government Accountability Office’s Government Auditing Standards (2007) is

focused onU.S. government–sponsored programs in all areas of government service. This doc-

ument is grounded in ethical principles pertaining to the public interest; integrity; objectivity;

proper use of government information, resources, and position; and professional behavior, and
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provides general standards on independence, professional judgment, competence, and quality

control and assurance. There are also specific standards for fieldwork in program audits that

pertain to planning, supervision, obtaining sufficient, appropriate evidence, and audit docu-

mentation. And there are additional specific standards for reporting findings of program audits

having to do with the form of reports, report contents, and report issuance and distribution.

The general standards and the many specific topics in the chapters on performance audits are

relevant to nongovernment as well as government evaluations in a wide range of program areas.

Although they are intended for use in evaluating U.S. government programs, these standards

have been used in countries across the world.

Evaluators can use a general nine-step process in applying all three sets of standards:

1. Become thoroughly familiar with each set of standards through systematic orientation and

training.

2. Clarify the evaluation’s purposes.

3. Clarify the evaluation’s context.

4. Reach agreement with the client on which set or sets of standards will be applied and, if

more than one set, which will be primary, secondary, or tertiary. In general, we suggest that

the government auditing standards (U.S. Government Accountability Office, 2007) should

be primary in evaluations of U.S. government programs, the program evaluation standards

(Joint Committee, 2011) should be primary in evaluations of nongovernment educational

programs in North America, and the AEA guiding principles (2004) should be primary in

evaluations of nongovernment programs outside the field of education and secondary in all

other program evaluations in theUnited States. However, recent experience has shown that

some government agencies with a dominant interest in formative, improvement-oriented

evaluation prefer to apply the Joint Committee program evaluation standards.

5. Orient and train stakeholders in the contents of the selected standards and their applicability

to ensuring quality in the evaluation and ultimately assessing the program evaluation.

6. Apply the standards proactively through periodic checks on all aspects of the evaluation.

7. Give consideration to engaging an independent party to invoke the standards in conducting

a formative or summative metaevaluation. Any formative application of the standards

should include periodic written reports and feedback sessions aimed at strengthening the

ongoing evaluation.

8. Apply the standards to assess the completed program evaluation. Such a summative

metaevaluation will have more credibility if conducted by an independent evaluator.

9. Ensure that the summativemetaevaluation report is released and effectively communicated

to right-to-know audiences.

The primary tool for applying each set of standards is the full-length standards

document, not merely a summary of the standards. In addition, checklists are available

(www.wmich.edu/evalctr/checklists) to facilitate application of the Joint Committee program

evaluation standards and the AEA guiding principles. GAO has issued a series of pamphlets

http://www.wmich.edu/evalctr/checklists
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and maintains a useful Web site to help evaluators learn about and apply the most recent

edition of Government Auditing Standards (www.gao.gov/govaud/ybk01.htm). All three

standards documents emphasize that the standards are general guidelines, and that evaluators

and their clients should consult and employ much more specific material when dealing with

such details as design, measurement, case studies, statistics, reporting, and contracting.

Summary

Professionally defined standards are essential to the sound, effective practice of evaluation.

They provide authoritative criteria for guiding and judging evaluations and, whenmet, militate

against bias and enhance credibility. To be authoritative and credible, evaluation standards

must reflect a general consensus by experts in the conduct and use of evaluation. The past

three decades have seen three organized, U.S.-based efforts to develop, evolve, and apply

evaluation standards. The three sets of standards discussed in this chapter have different foci

and emphases but in general are compatible and complementary. Fundamentally, all three sets

present general, appropriately vetted and endorsed principles, each exemplifying the essential

meaning of a standard.

Since 1975 the Joint Committee, under the sponsorship of about fifteen professional

societies in the United States and Canada, has been issuing and updating standards for

evaluations of programs, personnel, and students. The committee’s standards, in all three

areas, call for evaluations to be useful, feasible, proper, and accurate, and, in the 2011 edition of

The Program Evaluation Standards, also accountable. Each of approximately thirty standards

in each set is elaborated with specific guidelines, pitfalls to avoid, and one or two illustrative

cases. The Joint Committee’s standards are accredited by ANSI and designed for application

to educational evaluations that occur in the United States and Canada.

Since 1992 AEA has been developing general guiding principles for evaluators. In the 2004

standards document, twenty-five briefly stated guidelines are grouped into the categories of

systematic inquiry, competence, integrity/honesty, respect for people, and responsibilities for

general andpublicwelfare. These guidelines are aimed at programevaluations across disciplines

and intended for use by evaluators, anywhere, who choose to meet AEA’s requirements for

sound evaluations.

In 1972 GAO began issuing government auditing standards, which until the issuance of the

2002 set of standards dealt almost exclusively with the financial aspects of federal programs.

The 2007 edition includes program audits as one of the foci of general standards and presents

chapters containing fieldwork standards and reporting standards for performance audits. The

general standards have to do with (1) the independence of the audit organization and

its individual auditors; (2) the exercise of sound professional judgment in conducting

and reporting audits, exercising quality control, and engaging external peer reviews; (3) the

competence and continuing education of audit staff; and (4) provisions for quality control to

provide reasonable assurance of compliance with applicable auditing standards. These general

standards are considered mandatory when performing audits requiring application of the gov-

ernment auditing standards. Especially noteworthy in the 2003 and 2007 editions is the section

http://www.gao.gov/govaud/ybk01.htm
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on independence, which prohibits auditors from simultaneously providing the same entity

with both auditing and consulting services, because such commingling of services is seen as an

unacceptable conflict of interest. Labels for the fieldwork standards for performance audits are

Planning, Supervision, Evidence, and Audit Documentation. The three reporting standards for

performance audits pertain to the form of reports, report contents, and report issuance and

distribution.

The concluding section of this chapter provided a general process for applying all three

sets of standards. It called for studying the actual standards documents, clarifying the subject

evaluation’s purpose and context, deciding which set or sets of standards to apply, training

stakeholders in the requirements of the selected standards, applying the standards to all

aspects of the evaluation and throughout the evaluation process, deciding whether to obtain

an independent metaevaluation based on the standards, and obtaining and disseminating the

findings of a final, summative metaevaluation based on the standards.

REVIEWQUESTIONS

1. State reasons why adhering to standards for program evaluation is in the interest of both

program staff and program recipients.

2. For each of the three sets of standards, explain why evaluators should feel confident that

the standards presented in this chapter provide authoritative direction for guiding and

assessing evaluations.

3. Respond to the claim that the introduction of standards, with their objective criteria, has

strengthened the professionalism of all evaluators.

4. Identify eight to ten specific functions of standards for program evaluation.

5. Outline the most important features of each of the three sets of standards presented in

this chapter.

6. Provide a list of dangers inherent in not closely referencing standards during the course

of an evaluation, and cite cases in which these dangers caused an evaluation to fail or be

discredited.

7. Examine and comment on the claim that the Joint Committee program evaluation

standards are relevant and useful when planning and conducting metaevaluations.

8. Comment on the assertion that AEA’sGuiding Principles for Evaluators offers general codes

of behavior supported by normative statements; does not guide an evaluator in a direct,

operational sense; but does have ethical utility.

9. List ten or more significant ways in which following the government auditing standards

ensures the accuracy and credibility of audit results.

10. This chapter has stated that all three sets of standardsmaybe applied to a study in concert,

individually, or interchangeably. Briefly outline an evaluation situation for each of these

types of application.
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Group Exercises

Exercise 1

Contrast the evaluation field without published standards (in other words, the field prior to the

1980s) with the situation today. Discuss the salient differences from the point of view of both

evaluator and client. In your discussion, reach conclusions about the influence of published

standards on the evaluation field’s progress toward attaining the stature of a mature, highly

respected profession.

Exercise 2

Prior to addressing this exercise, ask one group member to obtain and provide other members

with copies of a completed evaluation report (which should not be too extensive). After group

members have studied the report, use this chapter’s summary of the Joint Committee’s 2011

program evaluation standards to evaluate the evaluation (that is, to conduct a metaevaluation).

Reach and itemize conclusions about the evaluation’s strengths and weaknesses.

Exercise 3

Discuss the kind of situation in which an evaluator would predominantly use, at least as a

primary tool, each of these documents:

• The Program Evaluation Standards

• Guiding Principles for Evaluators

• Government Auditing Standards

Exercise 4

The managing director of a large manufacturing firm has a problem: his section leaders have

reported to him that an evaluation of a new program in the firm has caused growing anxiety

among the workforce, principally because a whole range of established workers’ rights will be

abrogated by the evaluation. She enlists the services of an experienced evaluator to evaluate the

program evaluation. Which of the Joint Committee’s standards would be especially relevant to

the workers’ concerns about rights violations, and why?

Exercise 5

In the course of conducting a series of workshops to help an organization’s technical support

staff learn about and make better use of computer-assisted design and other computer

technology, the contracting instructor makes it known that, beyond offering technology

instruction, he is also an expert in evaluating technology services. Because the organization’s

head judges her organization’s use of technology to be deficient, she invites the workshop

provider to contract both for advising on how to strengthen the organization’s use of technology

and for evaluating the organization’s technology capabilities and performance. Based on what
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you have read about professional standards for evaluations, how should the workshop provider

respond to this request? Which set of standards is most relevant to this situation? What

particular standards would provide the best basis for formulating a sound, professionally

defensible response, and why? What might be an inappropriate response, and what possible

negative consequences could accompany such a response?

Notes

1. The Sarbanes-Oxley Act of 2002 is a federal law that set new or enhanced standards for all U.S. public

company boards and management and public accounting firms. It was enacted as a reaction to major

corporate and accounting scandals, including those affecting Enron, Tyco International, Adelphia,

Peregrine Systems, and WorldCom. These scandals cost investors billions of dollars when the share

prices of affected companies collapsed and shook public confidence in the nation’s securities markets.

The act assigns additional corporate board responsibilities, stipulates criminal penalties for violations

of the act, and requires the Securities and Exchange Commission to implement rulings on compliance

with the law. The act created a new, quasi-public agency, the Public Company Accounting Oversight

Board, charged with overseeing, regulating, inspecting, and disciplining accounting firms in their

roles as auditors of public companies. The act also covers such issues as auditor independence,

corporate governance, internal control assessment, and enhanced financial disclosure.

2. The initial committee had the following representatives of user groups: William Ellena, Homer

Elseroad, Philip Hosford, William Mays Jr., Bernard McKenna, James Mecklenburger, and James

Ward. It had the following representatives of methodological specialties: Henry Brickell, Donald

Campbell, Ronald Carver, Esther Diamond, Egon Guba, Robert Linn, George Madaus, Wendell

Rivers, Lorrie Shepard, and Daniel Stufflebeam (chair).

3. The sponsors of the Joint Committee, as of publication of The Program Evaluation Standards

in 2011, were the American Association of School Administrators, American Counseling Asso-

ciation, American Educational Research Association, American Evaluation Association, American

Indian Higher Education Consortium, American Psychological Association, American Society for

Curriculum Development, Canadian Evaluation Society, Canadian Society for the Study of Edu-

cation, Consortium for Research and Educational Accountability and Teacher Evaluation, Council

of Chief State School Officers, National Association of Elementary School Principals, National

Association of School Psychologists, National Council on Measurement in Education, National Edu-

cation Association, National Legislative Program Evaluation Society, and National Rural Education

Association.

4. The term attestation engagement is not commonly seen in the program evaluation literature. In such

an engagement, an auditor issues an examination, a review, or an agreed-on procedural report on a

subject matter or an assertion about a subject matter, pursuant to criteria selected by another party.

Attestation engagements can cover a broad range of financial or nonfinancial objectives and result in

various types of opinions depending on the user’s needs.
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Covert, R. W. (1995). A twenty-year veteran’s reflections on the guiding principles for evaluators. In

W. R. Shadish, D. L. Newman, M. A. Scheirer, & C. Wye (Eds.), Guiding principles for evaluators

(pp. 35–45). New Directions for Program Evaluation, no. 66. San Francisco, CA: Jossey-Bass.
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PART TWO

AN EVALUATION OF EVALUATION
APPROACHES AND MODELS

The seven chapters in Part Two identify and assess

approaches often employed to evaluate programs.

Chapter 4 provides background information for reviewing

evaluation approaches. Chapters 5 through 9 charac-

terize and assess pseudoevaluation, quasi-evaluation,

improvement- and accountability-oriented, social agenda

and advocacy, and eclectic approaches, respectively.

Chapter 10 provides a consumer report evaluation of nine

of the highest-rated or most used approaches.
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CHAPTER 4

BACKGROUND FOR ASSESSING EVALUATION

APPROACHES

LEARNING OBJECTIVES

In this chapter you will learn

about the following:

• The system used in this book to

organize and classify twenty-three

evaluation approaches, as well as

alternative systems for doing so

• A historical overview of proposed

evaluation approaches and analyses of

such approaches

• The definitions of five categories of

evaluation approaches:

pseudoevaluation, quasi-evaluation,

improvement oriented and

accountability oriented, social agenda

and advocacy, and eclectic

• Nine descriptors used in this book to

characterize selected evaluation

approaches

The chapters in Part One have helped provide a firm

understanding of the basic concepts and principles of

program evaluation. The chapters in Part Two identify

and assess twenty-three approaches often employed to

evaluate programs. The evaluation approaches reviewed

here are in varying degrees unique and covermost program

evaluation efforts. Our objective is to help readers decide

which of the approaches are most worthy of application

and further development, and which are best abandoned.

The approaches reviewed here emerged mainly in

the United States between 1960 and 2000. Six of the

approaches, labeled “pseudoevaluations,” reflect the polit-

ical realities of evaluation and are often used illegitimately

to falsely characterize (or hide) a program’s value. Pseudoe-

valuations have often arisen from expediency, without due

consideration given to the ethics or professional sound-

ness of their design and implementation. Unfortunately,

repeated use of these approaches has all too often given

them a veneer of respectability and legitimacy.

We review these approaches in the hope of helping

evaluators and clients identify, avoid, or expose mislead-

ing or blatantly corrupt studies offered in the name of

evaluation. The remaining seventeen approaches are typi-

cally used legitimately to judge programs. They are divided

into eight quasi-evaluations (approaches narrowly focused

on answering one or a few questions or using mainly one

method), three improvement- and accountability-oriented

approaches (aimed at determining an evaluand’s merit

and worth), four social agenda and advocacy approaches

(usually dedicated to righting social injustices), and two
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eclectic approaches (drawing selectively from all available evaluation concepts and methods

to serve the needs of a particular user group). We have characterized each approach; assessed

its strengths and weaknesses; and considered when and how it is best applied (if it should

be applied at all). All legitimate approaches are enhanced when keyed to professional stan-

dards for evaluations, and, accordingly, we have assessed the most promising approaches

against the Joint Committee on Standards for Educational Evaluation’s Program Evaluation

Standards (2011).

The development of many of the reviewed approaches was spurred by a number of seminal

writings. These include, in chronological order, publications by Flexner (1910); R. W. Tyler

(1932, 1942, 1950); Fisher (1951); Lindquist (1953); Campbell and Stanley (1963); Cronbach

(1963); Kaplan (1964); Stufflebeam (1966b); R.W. Tyler (1966); Stufflebeam (1967); B. G. Glaser

andStrauss (1967);Metfessel andMichael (1967); Scriven (1967); Stake (1967); Suchman (1967);

Alkin (1969); Guba (1969); Provus (1969); Lessinger (1970); Stufflebeamet al. (1971);Hammond

(1972); Parlett and Hamilton (1972); Weiss (1972); House (1973); Rippey (1973); Eisner (1975);

Glass (1975); Wolf (1975); Cook and Reichardt (1979); Cook and Campbell (1979); Cronbach

and Associates (1980); House (1980); Patton (1980); the Joint Committee (1981); H. M. Levin

(1983); Stake (1983); Bickman and Peterson (1990); Chen (1990); W. L. Sanders and Horn

(1994); Fournier (1995); Pawson and Tilley (1997); Henry, Julnes, and Mark (1998); Shadish,

Cook, and Campbell (2002); Cousins (2003); Brinkerhoff (2003); and Mertens (2009). These

publications and those of other authors and scholars offered noteworthy alternative approaches

to program evaluation.

Over the years, a rich literature on a wide variety of alternative program evaluation

approaches developed. See, for example, Alkin (2004); Boruch (1994, 2003); Campbell (1988);

Chelimsky (1987); T. D. Cook and Reichardt (1979); Cousins (2003); Cousins and Earl (1992);

Cronbach (1982); Davis and Salasin (1975); Denny (1978); Eisner (1983); Fetterman (1984,

1994); Fitzpatrick, Sanders, & Worthen (2011); Flinders and Eisner (2000); Greene (1988a);

Guba (1978); Guba and Lincoln (1981, 1989); Henry, Julnes, and Mark (1998); Hofstetter and

Alkin (2003); House and Howe (1998, 2000a, 2000c, 2003); Joint Committee (1994); Karlsson

(1998); Kee (1995); Kellaghan and Stufflebeam (2003); Kidder and Fine (1987); Kirst (1990);

Koretz (1996a, 1996b); Levin (1983); Levine (1974); Lincoln and Guba (1985); Linn, Baker,

and Dunbar (1991); MacDonald (1975); Madaus, Scriven, and Stufflebeam (1983); Madaus

and Stufflebeam (1988); Mathison (2005a); Mehrens (1972); Messick (1994); National Science

Foundation (1997); Nave, Miech, and Mosteller (2000); Nevo (1993); Owens (1973); Patton

(1982, 1990, 1994, 1997, 2000, 2003, 2008, 2010); Platt (1992); Popham (1969); Popham and

Carlson (1977); Provus (1971); Rogers (2000); Rossi, Lipsey, Freeman, and Rosenbaum (in

various configurations; 1979, 1999, 2004); J. R. Sanders (1992); W. L. Sanders (1989); Schwandt

(1984, 1989); Scriven (1991, 1993, 1994a, 1994b, 1994c); Shadish, Cook, and Leviton (1991);

M. F. Smith (1986, 1989); N. L. Smith (1987); Stake (1975b, 1986, 1988, 1995); Stufflebeam

(1997, 2001b); Stufflebeam, Madaus, and Kellaghan (2000); Stufflebeam and Shinkfield (1985);

Torres (1991); Tsang (1997); Tymms (1995); Webster (1975, 1995); Webster, Mendro, and

Almaguer (1994); Weiss (1995); Whitmore (1998); Wholey (1995); Worthen and Sanders

(1987); Worthen, Sanders, and Fitzpatrick (1997); and Yin (1992, 2009).
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Following a period of relative inactivity in the 1950s, a succession of international and

national forces stimulated the expansion and development of evaluation theory and practice.

The main influences were the efforts to vastly strengthen the U.S. defense system spawned by

the Soviet Union’s 1957 launch of Sputnik I; the new U.S. laws in the 1960s to serve minorities

and persons with disabilities equitably; federal evaluation requirements of the Great Society

programs initiated in 1965; the movement begun in the 1970s to hold educational and social

organizations accountable in regard to both prudent use of resources and achievement of

objectives; the stress on excellence in the 1980s as a means of increasing the international

competitiveness of the United States; and the increasing trend in the 1990s and beyond for

various organizations, both inside and outside the United States and across disciplines, to

employ evaluation to ensure quality, competitiveness, and equity in delivering services. In

pursuing reforms, American society has repeatedly pressed schools and colleges, health care

organizations, government organizations,manufacturers, and various social welfare enterprises

to show through evaluation whether services and improvement efforts have been succeeding.

Evaluation Approaches

This book uses the term evaluation approach along with evaluation model because the former

is broad enough to cover illicit as well as laudatory practices. Also, beyond covering both

creditable and noncreditable approaches, some authors of evaluation approaches say that the

term model is too demanding and restrictive to cover their published ideas about how to

conduct program evaluations. Moreover, some leading proponents of program evaluation see

their work as evolutionary, and therefore some flexibility about aspects of their approaches is

required. But for these two considerations, the termmodelwould have been used to encompass

most of the evaluation proposals discussed in this book. This is so becausemost of the presented

approaches are idealized ormodel views for conducting program evaluations according to their

authors’ beliefs and experiences.

Importance of Studying Alternative Evaluation Approaches

The study of alternative evaluation approaches is important for professionalizing program

evaluation, which will lead to its scientific operation and advancement. Careful, professional

study of alternative ways of conducting program evaluations will help evaluators discredit

approaches that violate sound principles of evaluation and legitimize and strengthen those

that follow the principles. Scientifically, such reviewing of approaches will help evaluation

researchers identify, examine, and address conceptual and technical issues pertaining to the

development of the evaluation discipline. Operationally, taking a critical view of alternatives

can help evaluators consider, assess, and selectively apply optional and appropriate evaluation

frameworks. Such reviewwill also provide a sound basis for evaluation training. Themain value

in studying alternative program evaluation approaches lies in discovering their strengths and

weaknesses anddetermining the circumstances underwhich each is appropriately applied. Such

analysis will help determine which ones merit substantial use, determine when and how they
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are best applied, obtain direction for improving the approaches and devising better alternatives,

and strengthen one’s ability to conceptualize hybrid approaches to program evaluation.

The Nature of Program Evaluation

We take a broad view of program evaluation, seeing it as encompassing assessments of

any coordinated set of activities directed at achieving goals. Program evaluations may be

conducted in business and manufacturing enterprises (both large and small); community

or state organizations; charitable foundations; local, state, and federal government agencies;

welfare and voluntary groups; or any other entities where activities have been discernibly

planned to meet assessed needs and defined goals. More specific examples of program

evaluations are assessments of ongoing, cyclical programs, such as those having to do with

school curricula, food stamps, housing for the homeless, and annual influenza inoculations; of

time-restricted projects, such as development and dissemination of a fire prevention guide and

development of a new instrument for evaluating the performance of factory workers; and of

national, regional, or state systems of services, such as those provided by regional educational

service organizations and a state’s department of natural resources. Program evaluations

overlap with and yet are distinguishable from other forms of evaluation, especially evaluations

of students, personnel, policies, and products, among others.

Previous Classifications of Alternative Evaluation Approaches

In analyzing the twenty-three evaluation approaches, we considered prior assessments of

program evaluation’s state of the art. Stake’s analysis (1974) of nine program evaluation

approaches provided a useful application of advance organizers (his notion of cues that

evaluators use to set up a study). Hastings’s review (1976) of the growth of evaluation theory

and practice helped put the evaluation field in historical perspective. Guba’s bookThe Paradigm

Dialog (1990) and his 1977 presentation and assessment of six major philosophies in evaluation

were provocative. House’s analysis (1983) of approaches illuminated important philosophical

and theoretical distinctions. Scriven’s writings (1991, 1994a) on evaluation as a transdiscipline

and the transdiscipline of evaluation helped us sort out different evaluation approaches; they

were also invaluable in helping us see the approaches in the broader context of evaluations

focused on various objects other than programs. The books Evaluation Models: Viewpoints

on Educational and Social Services Evaluation (Madaus et al., 1983; Stufflebeam et al.,

2000); Evaluation Models (Stufflebeam, 2001b); and International Handbook of Educational

Evaluation (Kellaghan & Stufflebeam, 2003) provided previous inventories and analyses of

evaluation models. All of the assessments helped sharpen the issues addressed.

Classification and Analysis of the Twenty-Three Evaluation Approaches

In characterizing and assessing evaluation approaches, we have classified the various kinds

of activities conducted in the name of program evaluation on the basis of their level of

conformity to the definition of evaluation given in the 1994 edition of the Joint Committee’s
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Program Evaluation Standards. According to that definition, evaluation is the assessment of

something’s worth ormerit. This definition should be widely acceptable because it is consistent

with common dictionary definitions of evaluation; because the Joint Committee (1981, 1988,

1994, 2003, 2009, 2011) used it in developingprofessional standards for evaluations of programs,

personnel, and students; and because the Joint Committee’s standards are accredited by the

American National Standards Institute. In Chapter 5 it will become apparent that many studies

done in the name of program evaluation either do not conform to the essential meaning of

evaluation or directly oppose it.

Using the definition of evaluation just given, we classified program evaluation approaches

in consideration of the extent to which they focus mainly, somewhat, or not at all on judging

a program’s value. Accordingly, we identified five categories of evaluation approaches. The

first category includes approaches that promote invalid or incomplete findings (referred

to as pseudoevaluations), and the other four include approaches that agree, more or less,

with the Joint Committee’s definition of evaluation (quasi-evaluation, improvement- and

accountability-oriented, social agenda and advocacy, and eclectic approaches). Of the twenty-

three program evaluation approaches that are described, six are classified as pseudoevaluations,

eight as quasi-evaluations, three as improvement- and accountability-oriented approaches, four

as social agenda and advocacy approaches, and two as eclectic approaches. Each approach is

characterized in terms of nine descriptors: (1) advance organizers—that is, the main cues that

evaluators use to set up a study; (2)main purposes served; (3) sources of questions addressed; (4)

questions that are characteristic of the approach; (5) methods typically employed; (6) pioneers

in conceptualizing the approach plus others who have extended its development and use; (7)

key considerations in determining when to use the approach; (8) strengths of the approach;

and (9) weaknesses of the approach.

Nine approaches that appeared most worthy were then selected for a consumer report

analysis, which appears in Chapter 10.We evaluated these approaches against the requirements

of the Joint Committee’s 2011 program evaluation standards to obtain judgments—of poor,

fair, good, very good, or excellent—of each approach’s utility, feasibility, propriety, accuracy,

evaluation accountability, and overall merit. The judgments of each of the nine approaches

were reached using a specially prepared checklist. For each of the thirty program evaluation

standards, the checklist contained checkpoints representing the standard’s key requirements.

We rated each of the evaluation approaches on each of the thirty Joint Committee program

evaluation standards by judging whether the approach, as defined in the literature and other-

wise known, satisfactorily addressed each of the checkpoints. We rated the approaches based

on our knowledge of the Joint Committee’s thirty standards, our many years of studying the

various evaluation approaches, our experience in seeing and assessing how some of these

models and approaches worked in practice, and our personal experiences in working with

authors or leading proponents of all nine approaches.

One of us (the first author) chaired the Joint Committee during its first thirteen years

and led the development of the first editions of the documents containing the program

and personnel evaluation standards. And both of us have collaborated with many of the
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evaluation field’s leading developers of evaluation approaches. We have been privileged

to collaborate with Robert Brinkerhoff (principal developer of the Success Case Method),

Donald Campbell (a leading developer of experimental and quasi-experimental design), J.

Bradley Cousins (a leading figure in participatory evaluation), Lee Cronbach (a leading

developer of decision-oriented evaluation), Elliot Eisner (developer of the connoisseurship and

criticism approach), Gene Glass (leading developer of meta-analysis), Egon Guba (principal

developer of constructivist evaluation), Ernest House (leading developer of the deliberative

democratic approach), Michael Patton (developer of utilization-focused evaluation), Michael

Scriven (leading developer of consumer-oriented program evaluation), Robert Stake (author

of responsive evaluation and a leading proponent of case study evaluation), Ralph W. Tyler

(“father of educational evaluation” and principal developer of objectives-based evaluation), and

William Sanders (author of value-added evaluation). We feel indeed privileged to have known

and collaboratedwith these figures. Clearly they are giants in the realmof developing systematic

approaches to evaluation. Our experiences in working with them have greatly enriched the

perspective from which we have written this book. Accordingly, we owe all of them a profound

debt of gratitude.

Caveats

We acknowledge, without apology, that the assessments of the approaches in this part of the

book are based on our best judgments.We have taken no poll, and no definitive research exists,

to represent a consensus on the characteristics, strengths and weaknesses, and comparative

merits of the different approaches. We also acknowledge a conflict of interest, because the first

author developed one of the rated approaches, the context, input, process, and product (CIPP)

model discussed in Chapter 7. Our main means of addressing this conflict are to acknowledge

it and to make our assessment criteria and procedures explicit, so that others can assess them

and, if they choose, use them to conduct their own analyses, render their own judgments of the

approaches, and then compare their conclusions with ours.

Our analyses reflect a combined total of fifty years of experience in applying and studying

different evaluation approaches. In a sense, with our relevant backgrounds and experience,

we are the instruments employed in this analysis. Perhaps our assessments fall best under

the category of Eisner’s connoisseurship and criticism approach. We hope our analyses will

be useful to evaluators, evaluation clients, and evaluation students in selecting and applying

evaluation approaches. Moreover, we hope evaluation researchers will find our analyses useful

for generating and testing hypotheses concerning the relative effectiveness of the different

evaluation approaches and also for developing better approaches.

Finally, we have mainly looked at the approaches as relatively discrete ways to conduct

evaluations. In reality, there are many occasions when it is functional to mix and match

different approaches, as seen in the realm of eclectic evaluation. A careful analysis of such

combinatorial applications no doubt would produce several additional hybrid approaches that

might merit examination. That analysis is beyond the scope of this book.
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Summary

Systematic examinations of evaluation approaches are increasingly important for profession-

alizing program evaluation. This is especially so given the existence of numerous illegitimate

approaches, which can sometimes harm evaluation as a discipline and professional field of

practice. The primary rationale for studying alternative program evaluation approaches is

to determine their strengths and weaknesses and the circumstances under which each might

be appropriate and useful.

Evaluation approaches can be, and have been, classified and described in numerous ways.

In this chapter we have described a system of classification that includes pseudoevaluations,

quasi-evaluations oriented to a narrow set of questions or a single method, improvement-

and accountability-oriented approaches, social agenda and advocacy approaches, and eclectic

evaluation approaches. In addition, each approach, to be discussed in later chapters, has been

characterized in terms of nine descriptors: (1) advance organizers—that is, the main cues that

evaluators use to set up a study; (2)main purposes served; (3) sources of questions addressed; (4)

questions that are characteristic of the approach; (5) methods typically employed; (6) pioneers

in conceptualizing the approach plus others who have extended its development and use; (7)

key considerations in determining when to use the approach; (8) strengths of the approach;

and (9) weaknesses of the approach.

REVIEWQUESTIONS

1. Summarize the rationale we have given for classifying evaluation approaches into discrete

categories.

2. Identify and define each of the five categories of approaches discussed in this book.

3. Rank-order the five categories based on your perception of their relative utility for you in

designing and conducting evaluations or in using their findings; then write a justification

for the rank you gave to each category.

4. State the definition of evaluation we have used to classify and assess different evaluation

approaches; then summarize the reasons given for using this definition. Finally, write your

opinion as to whether this or some other definition is an appropriate basis for classifying

and judging evaluation approaches.

5. List the nine descriptors selected to characterize evaluation approaches. Then give your

assessment of the extent to which these descriptors are appropriate and sufficient for

characterizing and judging evaluation approaches.

6. Summarize (a) our acknowledgment of a conflict of interest in our evaluation of evaluation

approaches and (b) how we addressed this conflict. Then (c) give your assessment of our
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treatment of this conflict, and (d) state whether, and if so how, we should have addressed

the conflict differently.

7. Summarizeandgiveyourassessmentofour statedplan for systematicallycharacterizingand

evaluating the twenty-three selected evaluation approaches. Then describe an approach

you could use to independently evaluate the twenty-three approaches.

Group Exercise

For this exercise, group members should select a completed evaluation, study its final report,

analyze the evaluation according to the analytical approach presented in this chapter, have a

preliminary discussion to solidify understanding of the chapter, and have a further discussion

to assess the chapter’s criteria and procedures for classifying and characterizing evaluation

approaches. Here are the assigned steps for completing the exercise:

1. Select a completed evaluation and read its final report.

2. Based on this book’s scheme for classifying evaluation approaches, determine whether

your group’s selected evaluation is best classified as a pseudoevaluation, quasi-evaluation,

improvement- and accountability-oriented evaluation, social agenda or advocacy evalua-

tion, or eclectic evaluation.

3. Review and justify your classification of the evaluation.

4. Make a list of the evaluation’s salient characteristics, using the nine descriptors provided

in this chapter.

5. As needed, review chapter contents to update your understanding of the chapter’s approach

to classifying and characterizing evaluation approaches.
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CHAPTER 5

PSEUDOEVALUATIONS

LEARNING OBJECTIVES

In this chapter you will learn

about the following:

• Public relations studies

• Politically controlled studies

• Pandering evaluations

• Evaluation by pretext

• Empowerment under the guise of

evaluation

• Customer feedback evaluation

Background and Introduction

Because this book is aimed at examining and explaining

the state of the art in evaluation, it is necessary to dis-

cuss bad and questionable practices as well as best efforts.

Evaluators and their clients are sometimes tempted to

shade, selectively release, overgeneralize, or even falsify

findings. In addition, evaluators might falsely characterize

constructive efforts—such as providing evaluation training

or developing an organization’s evaluation capability—as

sound evaluation. Or they might unwittingly conduct

an evaluation that serves a hidden, corrupt purpose.

Others—lacking true knowledge of evaluation planning,

procedures, and standards—may feign evaluation exper-

tise while producing and reporting false outcomes. In

addition, commercial enterprises that obtain and pub-

lish, on their Web sites, customer feedback on purchased

products or services might or might not be providing

representative, valid assessments. Although such activities

conducted in the name of evaluationmight look like sound

evaluations, they are aptly termed “pseudoevaluations” if

they fail to produce valid assessments of merit or worth,

and if evaluators do not report these assessments to all

right-to-know audiences.

Pseudoevaluations often are motivated by political

objectives or profit motives. For example, persons hold-

ing or seeking authority may present unwarranted claims

about their achievements or the faults of their opponents,

or they may hide potentially damaging information. Or

a “do-gooder” evaluator wanting to pacify, secure accep-

tance from, or improve the evaluation capabilities of a
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group of unwary, unsophisticated evaluees or other stakeholders may compromise an evalua-

tion’s independence andwater down results to win the confidence of evaluees or help them gain

power. Corrupted evaluations are considered here because they deceive through supposedly

valid studies and can be used by those in power to mislead constituents or to gain andmaintain

an unfair advantage over others, especially those with little power. Also, pseudoevaluations

are considered because they threaten the integrity of the evaluation profession. Conversely,

consistent and best practice, widely understood by both evaluator and client, will elevate the

profession.

We have identified six pseudoevaluation approaches for discussion in this chapter: public

relations studies; politically controlled studies; pandering evaluations; evaluation by pretext;

empowerment under the guise of evaluation; and selective, possibly biased release of customer

feedback. They are primarily distinguished through flaws in regard to truth seeking, represen-

tativeness of findings, writing and editing of reports, and dissemination of findings. The main

objective of evaluators conducting public relations studies is not to seek truth but instead to

acquire and broadcast information that provides a favorable, though often false, impression of

a program. Evaluators undertaking politically controlled studies seek truth but inappropriately

control the release of findings to right-to-know audiences. In pandering evaluations, evaluators

tell clients what they want to hear rather than what is true; they do so to obtain favors

from clients, including future evaluation contracts. In an evaluation by pretext, the evaluator

begins with a preferred conclusion or decision and rigs data to support a predetermined

outcome. In empowerment under the guise of evaluation, an external evaluator pursues the

laudable objective of helping the client group develop evaluation expertise and mainstream

evaluation in an organization, but in so doing gives the client group the authority to write,

rewrite, edit, or selectively release that external evaluator’s so-called independent report. In

such evaluation work, the desirable end of helping clients increase evaluation capacity does

not justify compromising a needed independent evaluation perspective. For this reason, we

see empowerment evaluations as studies that falsely represent un-vetted self-evaluations as

defensible evaluations; thus we have labeled such studies as pseudoevaluations. Many com-

mercial entities often provide consumers with a valuable service by acquiring and publishing

actual customers’ ratings and narrative reviews of products and services purchased. However,

sets of such customer feedback may or may not represent complete reporting of an adequate

range of candid customer assessments. We see value in customer feedback, especially narrative

assessments that allow potential purchasers to see and weigh the criteria that are important

to those who took the time to write reviews. Nevertheless, we know from experience that

consumers should be circumspect in judging and using such ratings and reviews.We think they

should access and use such reviews, but also compare the vendors’ reported assessments with

those in systematic and defensible consumer product evaluations if such are available. We look

more closely at each of these pseudoevaluation approaches in the remainder of this chapter.

The six types of pseudoevaluation we have identified most often occur discretely—that

is, each typifies a particular evaluation approach. Unfortunately, pseudoevaluations may

combine elements of two or more of these approaches. If this occurs, such procedures become

increasingly distant from true, defensible evaluations.
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Approach 1: Public Relations Studies

The public relations approach begins with an intention to use data to convince constituents

that a program is sound and effective. Other labels for the approach are ideological marketing,

advertising, and infomercial. A public relations study may meet the standard of addressing all

right-to-know audiences, but it fails as a legitimate evaluation approach because typically it

presents a program’s strengths, or an exaggerated view of them, but not its weaknesses.

Clancy and Horner (1999) gave poignant examples of public relations studies that were

supposedly but not actually conducted to gain valuable lessons from the 1991 Gulf War:

In the United States, the Joint Chiefs of Staff and each of the service departments

published “Lessons Learned” documents that were in fact advertisements for individual

programs, requirements, or services . . . .The so-called “studies” tended to be self-supporting

rather than critical of the agency that sponsored the work. And too many of the books,

monographs, studies, and official documents misstated the facts, with the aim of salvaging

a weapon system, military doctrine, or reputation whose worth could not otherwise be

supported. They were public relations documents, not clear-eyed honest appraisals, and

they were aimed at influencing the soon-to-come budget reductions and debates over each

service’s roles and missions. (p. 501)

The advance organizer of the public relations study is the propagandist’s information

needs. The study’s purpose is to help a program’s leaders or public relations personnel project

a convincing, positive public image of the program. The guiding questions are derived from the

public relations specialists’ and administrators’ conceptions of which questions constituents

would find most interesting (and convincing). In general, an evaluator conducting a public

relations study seeks information that would most help an organization confirm its claims

of excellence and secure public support for a given program. From the start, the evaluator

seeks not a valid assessment of the program’s merit and worth, but information to help the

organization put its best foot forward. He or she avoids gathering or releasing negative findings.

Typical methods used in public relations studies are surveys using biased samples; “push

polls” that press respondents to support leading questions designed to garner support for

a particular point of view; use of inappropriate norms; biased selection of testimonials and

anecdotes; massaging of obtained information; selective release of only positive findings;

reporting the central tendency (that is, the average) but not the variation or shape of a

distribution of responses; covering up embarrassing incidents; and use of so-called expert

advocate consultants. In contrast to seeking honest assessments from “critical friends, public

relations studies seek positive endorsements from “friendly critics.” A pervasive characteristic

of a public relations evaluator’s use of dubious methods is a biased attempt to nurture a

good picture of a program. The fatal flaw of built-in bias toward reporting only good things

offsets any virtues of this approach. If an organization substitutes biased reporting of only

positive findings for balanced evaluations of strengths and weaknesses, it soon will demoralize

evaluators who are trying to conduct and report valid evaluations and may discredit their

overall practice of evaluation.
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By disseminating only positive information on a program’s performance while withholding

information on shortcomings and problems, the evaluator and client may mislead taxpayers,

constituents, and other stakeholders concerning a program’s true value and what issues

need to be addressed to improve it. The possibility of such positive bias in public relations

evaluations underlies the long-standing policy of Consumers Union not to include advertising

by owners of the products and services being evaluated in its Consumer Reportsmagazine. To

maintain credibility with consumers, Consumers Union has, for the most part, maintained an

independent perspective and a commitment to identifying and reporting both strengths and

weaknesses in the items evaluated and to not supplementing this information with biased ads.

(An exception is that the magazine advertises its own supplementary publications and services

without presenting clear, independent evaluations of them.)

Evaluators need to be cautious about how they relate to the public relations activities of

their sponsors, clients, and supervisors. Certainly, public relations documents will reference

information from sound evaluations. Evaluators should do what they can to persuade their

clients and other audiences to make honest use of evaluation findings. In this book, we

emphasize the importance of clear agreement between evaluator and client on a range of

issues, including careful rendering of recommendations. Evaluators should not be party to the

misuse of findings, especially when erroneous reports are issued that predictably will mislead

readers into believing that a flawed program is effective. As one safeguard, evaluators can

promote the use of, and help their clients arrange to engage, independent metaevaluators who

will examine the organization’s acquisition and use of evaluation findings against professional

standards for evaluations (also see Stufflebeam, 1978, 2001c).

Approach 2: Politically Controlled Studies

Politically controlled studies constitute an approach that can be defensible or indefensible.

A politically controlled study is illicit if the evaluator or client (1) withholds the full set of

evaluation findings from audiences that have an express, legitimate, and legal right to see

findings; (2) abrogates a prior agreement to fully disclose evaluation findings; or (3) biases an

evaluation message by releasing only part of the findings. It is not legitimate for a client to

agree to make the findings of a commissioned evaluation publicly available and then, having

previewed the results, to release none or only part of the findings. If and when a client or

evaluator violates a formal written agreement on disseminating findings or applicable law, the

other party has a right to take appropriate actions or seek an administrative or legal remedy.

An example of a flawed, politically controlled evaluation occurred when a university’s

president and provost engaged the institution’s faculty to evaluate all of its graduate programs.

The objective was to identify programs that should be discontinued for such reasons as low

demand, low quality, or poor graduation rates. The study’s larger purpose was to help the

university cut costs in a period of severe fiscal constraints.

The provost reached an agreement with the faculty on a plan for the evaluation, including

a guarantee that the full report would be released. The faculty cooperated fully in presenting

the needed information and assessing each program against the agreed-on evaluative criteria.
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The provost subsequently collected and reviewed the evidence and released her report, which

contained her decisions on programs to discontinue but not the evidentiary basis for the cuts.

The faculty protested that the provost’s decisions reflected her biases but not the evidence

that they had painstakingly collected. When the demanded information was not released,

the faculty voted to censure the provost. She resigned the next day, and soon thereafter the

university’s board of trustees fired the president.

This debacle illustrates the severe costs of corrupt, politically controlled evaluations.

Professionals lost their jobs, the incident stimulated much concern in the surrounding

community, and many faculty members probably became predisposed to mistrust future

proposals for evaluations of their work.

A client sometimes can legitimately commission a covert study and keep the findings

private while meeting relevant laws and adhering to an appropriate advance agreement with

the evaluator. In the United States, this can be the case for private organizations not governed

by public disclosure laws. Furthermore, an evaluator, under a legal contractual agreement,

can plan, conduct, and report on an evaluation for private purposes while not disclosing the

findings to any outside party. The key to keeping politically controlled studies in legitimate

territory is to reach appropriate, legally defensible, advance written agreements and adhere to

the contractual provisions concerning release of the studies’ findings. Such studies also have

to conform to applicable laws on release of information.

The advance organizers for a politically controlled study include implicit or explicit threats

that certain political interest groups pose to a program plus the client’s need to obtain

sensitive information about the program’s strengths and weaknesses. The client’s purpose in

commissioning such a study is to secure assistance in acquiring information of use in improving

and defending a program and in combating potential attacks on the program. The questions

addressed are those of interest to the client and special groups that share the client’s interests

and aims. Two main questions are of interest to the client: What is the truth, as best can be

determined, surrounding a particular dispute about the program’s merits or political attacks on

it?What information would be advantageous in a potential conflict situation? Typical methods

of conducting the politically controlled study include covert investigations, a focus on selected

issues, simulation studies, private polls, reviews of private information records, and (a potential

downfall) selective release of findings.

Generally the client of the politically controlled study wants information that is as

technically sound as possible. He or she may also, however, want to withhold findings

that do not support his or her position, which would push the covert investigation into

pseudoevaluation territory. The strength of the approach is that it stresses the need for

accurate information. However, because the client might release information selectively to

create or sustain an erroneous picture of a program’s merit and worth, might distort or

misrepresent the findings, might violate a prior agreement to fully release findings, or might

violate a right-to-know law, this type of study can degenerate into a pseudoevaluation.

Inappropriate politically controlled studies undoubtedly contributed to the federal and

state sunshine laws in the United States and similar laws in other countries. Under current

federal and state freedom of information provisions in the United States, most information
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obtained through the use of public funds must be made available, in response to an appropriate

request, to interested and potentially affected citizens. Thus, there exist legal deterrents to

and remedies for illicit, politically controlled evaluations that use public funds. Freedom of

information laws are similar in the United States, the United Kingdom, Australia, and a number

of other countries. Increasingly over the past few years, freedom of information reports relating

particularly to politically oriented or politically motivated reviews have disclosed grossly

distorted evaluation reports. The consequences have been extremely embarrassing for the

governments or other issuers of the reports. Such disclosures of flawed studies certainly have

damaged public confidence in evaluation, accounting, and auditing practices.

Approach 3: Pandering Evaluations

Unfortunately, some evaluators set aside any commitment to the integrity of their evaluation

services by catering to a client’s desire for certain predetermined evaluative conclusions,

regardless of a program’s actual performance and outcomes. By delivering the desired con-

clusion, evaluators often position themselves in the good graces of the client. This can put

evaluators in a favored status to conduct additional evaluations for the client in the future.

An example that illustrates the dynamics in pandering evaluations occurred in the context

of a federally funded national educational research center. The funding agency required the

center to obtain annual external evaluations, and its evaluators would conduct periodic site

visits to the center. In those visits, the evaluators would pay special attention to the findings

from the center’s contracted external evaluations, but they would also see for themselves what

was happening in the funded programs.

Year after year, the federal evaluators were perplexed by the apparent lack of progress

by one of the center’s programs in spite of the highly favorable reports from the center’s

external evaluator. The program had developed a psychosocial model of child growth and

development and had obtained funds each year to validate the model and then apply it to

help schools evaluate and improve their elementary school curricula. The federal evaluators

saw no evidence during the site visits or in the external evaluator’s reports of any work to

validate the model and apply it to curriculum development. Instead, the external evaluator

applauded the program’s work in conducting training sessions on the model and publishing

articles about it. Increasingly, the federal evaluators came to the conclusion that the external

evaluator was only documenting the amount and quality of training sessions on the model,

and that the applauded journal articles were mainly advertisements for the model, devoid of

validated findings.

Each year the external evaluator was rehired and deliberated with the center’s director

and the program’s principal investigator to consider how best to persuade federal officials of

the program’s value. They agreed that funding would be placed in jeopardy if the evaluator

reported on the program’s omissions and failures in regard to curriculum development and

the model’s validation. The external evaluator was skillful in preparing impressive, laudatory

reports on what the program was doing but ducked the question of whether the center was

following through on its full set of commitments. The center’s director and the program’s
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principal investigator were pleased to fund the same external evaluator year after year. In effect,

the evaluator each year had bought an evaluation contract for another year by pandering to the

client’s desires. Eventually the federal agency got wise to this subterfuge; it canceled funding of

this program and stipulated that the center find a different, more professional evaluator.

In a pandering evaluation, the evaluator’s advance organizers are the client’s preferred

evaluative conclusions, often leading to a favorable report. The evaluator’s immediate purpose

is to conduct the evaluation in such a way as to curry and maintain favor with the client; the

longer-range purpose is to win future evaluation contracts.

The evaluator and client reach agreement on the questions to be addressed by the

evaluation. Often these questions are dictated in the funding agreement covering the program

to be evaluated and thus may emanate from a federal agency or other sponsor. The client is not

overly concerned about the nature of the evaluation questions but does want to make sure the

“right” answers be given, even if they are not true. The client’s aim is to obtain a report of positive

evaluative conclusions that will pass muster with the funding agency or perhaps a governing

board. If some of the funder’s questions cannot be finessed, the client and external evaluator

may agree to concentrate on the few that can be answered well and hold the others in abeyance.

To obtain the desired conclusions, the evaluator concentrates on those questions whose

answers will place the program in a favorable light. The evaluator then employs methods that

on the face of it appear to be sound but actually may be biased in their applications. The

methods are often manipulated to produce data that appear to support evaluative conclusions.

Possiblemethods are selected anecdotes; push polls; biased samples; biased use of focus groups;

carefully selected testimonials; reporting successful cases to the exclusion of failures; arguing

that certain questions from the sponsor should be considered later; or presentation of a positive

narrative statement.

Pandering evaluations designed to help evaluators buy future contracts from a client

have no redeeming features. They may help clients hoodwink their sponsors into believing

a flawed program is actually sound, but this is a serious disservice to program sponsors

and constituents and to the professional practice of evaluation. These types of practices

frequently occur in evaluations of international aid and development programs, for example,

where external consultants report positively on program outcomes—often in contradiction to

empirical findings—with the hope that they will continue to receive contracts from sponsoring

government and nongovernment organizations (Clements, Chianca, & Sasaki, 2008; Cullen &

Coryn, 2011; Cullen, Coryn, & Rugh, 2011).

Approach 4: Evaluation by Pretext

Evaluation by pretext exists when an evaluator earnestly and honestly proceeds to conduct a

sound evaluation to serve a stated purpose that, unbeknownst to the evaluator, is deceptive

and false. In such a case, the client is guilty of the indiscretion of misleading the evaluator. The

evaluator is guilty of proceeding with the evaluation without confirming that the evaluation’s

stated purpose is the actual purpose.1 The nature of evaluation by pretext is seen in the

following true example.
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A research center’s director had recently been appointed and wanted a baseline evaluation

of the center’s programs. He contracted for an independent evaluation of the programs.

When the evaluation team arrived for its three-day site visit, the center director informed them

that the evaluation’s purpose should be to identify the full range of flaws in the programs as a

basis for program improvement.

He had reviewed previous evaluations of the center’s programs and found them reassuring

in regard to the high quality of work in the center. These evaluations had been conducted and

reported on rigorously and independently. Previous evaluators mainly had found the center’s

programs to be sound and had lauded them for their importance, rigor, productiveness, and

accountability. The director said that although such positive reports had no doubt been good

for staff morale, they had not included detailed direction for program improvement. This year

he said the evaluators should set aside any search for program strengths; instead, they should

concentrate on identifying and cataloging weaknesses.

He said candid reports along these lines would be invaluable to him and the staff for fine-

tuning their already goodprograms andmaking them truly outstanding.He asked the evaluators

to present their findings of program weaknesses at a full staff meeting during the last afternoon

of the site visit.

Unfortunately, the evaluators swallowed the director’s request and reasoning—hook,

line, and sinker. For three days, they delved into each of the center’s programs. They were

determined to identify and document the full range of weaknesses in each program.

At the end of their visit, the evaluators went to the auditorium where they would orally

deliver the findings to the center’s staff. To the surprise and consternation of the evaluators,

the audience included not only the center’s staff but also officials from the federal agency that

was funding the center’s work. The evaluators wished they were in a position to present a

balanced assessment of each program’s strengths and weaknesses because the center’s funding

undoubtedly was at risk. However, they were prepared only to present what they had searched

for and found: program weaknesses. The evaluators’ recitations on program weaknesses cast a

pall over the entire meeting and undoubtedly misled the federal officials as to the true merit

and worth of the programs being reviewed.

Why would the center’s director orchestrate such a disastrous chain of evaluation events?

It turned out that he had not liked the previous director of the center, wanted to discredit his

leadership, and was seeking to replace the center’s programs with others of his choice. These

were the evaluation’s real purposes as viewed by the director. In this evaluation by pretext, the

evaluators had unwittingly played into the director’s hands. With some advance exploration

before signing on to do the evaluation, they might have learned of the director’s deception

and declined the evaluation assignment or insisted on making a valid assessment of strengths

and weaknesses.

Before contracting for an evaluation, it is a good idea to obtain information from a wide

range of program stakeholders. It can be particularly enlightening to consider who might be

hurt by the evaluation and to invite their reactions. In interactingwith stakeholders, prospective

evaluators should outline what they have been asked to do and inquire as to what concerns they

should consider before agreeing to conduct an evaluation. Also, evaluators probably should not
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agree to collect and report only strengths or only weaknesses in a program. As stated in the 1994

and 2011 editions of the Joint Committee on Standards for Educational Evaluation’s Program

Evaluation Standards, evaluators should fairly appraise both strengths and weaknesses in a

program.

The main advance organizer in an evaluation by pretext is the client’s directive to the

evaluator and rationale for the directive—for example, to identify program defects as a basis for

program improvement. The client’s purpose is not the purpose given to the evaluator. In the

example here, the director’s purpose was not program improvement, as stated to the evaluators,

but program termination and discrediting of the previous director. Clients are the source of

evaluation questions that guide evaluations by pretext. Although clients should be one source

of evaluation questions, they should not be the only source: other stakeholders and evaluators

themselves should also contribute evaluation questions. Typical questions in evaluations by

pretext focus on negative aspects of a program, but they may be more varied depending on

the evaluation’s hidden purpose and could concentrate on only positive features of a program.

Because evaluations by pretext employ and are led astray by the evaluation questions stated

by the client, methodology is not the source of these evaluations’ problems. This approach to

evaluation has no redeeming qualities and can be seen as disturbingly Machiavellian.

Approach 5: Empowerment Under the Guise of Evaluation

When an external evaluator’s efforts to empower a group to conduct its own evaluations are

advanced as external or independent evaluations, they fit our conceptualization of empow-

erment under the guise of evaluation.2 Such applications of empowerment evaluation give

evaluees and other program stakeholders the power and authority to write or edit interim or

final reports while claiming or giving the illusion that an independent evaluator prepared and

delivered the reports—or at least that he or she endorsed internal evaluation reports. In such

cases, an external evaluator is preoccupied with developing rapport with and assisting a vul-

nerable or disadvantaged group whose work is to be evaluated. The empowerment evaluator’s

central objectives are to help a group of evaluees maintain and increase resources, train them in

evaluation, empower them to conduct and use evaluation to serve their interests, or lend them

sufficient credibility to make conducted evaluations influential. The external empowerment

evaluator serves as a critical friend (or, more likely, a friendly critic). The umbrella approach

described here largely was developed and advocated by Fetterman (1994, 2001; Fetterman &

Wandersman, 2005).

Objectives of training and empowering a disadvantaged group to conduct evaluations

are laudable in their own right, and fostering self-determination is the defining focus and

heart of empowerment evaluation’s explicit political and social change agenda. However,

empowering groups to do their own evaluations is not professional, disciplined evaluation

(also see Donaldson, Patton, Fetterman, & Scriven, 2010; Patton, 2005a; Scriven, 1997, 2005d;

Stufflebeam, 1994, 2001b). It is empowerment by such evaluation capacity development

activities as offering evaluation training; developing an organization’s evaluation policies,

procedures, and tools; or setting up an office of evaluation services. Empowerment activities
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move into the pseudoevaluation rangewhen an external evaluator credits an internal evaluation

as his or her own, credits a flawed internal evaluation as sound, stands silent when the client

attributes the evaluation’s findings to the external evaluator, or fails to ensure that the evaluation

will be subjected to an independentmetaevaluation. An actual example of empowerment under

the guise of evaluation follows.

A government organization in an African country engaged an American researcher to

evaluate an educational improvement program being funded in a remote, primitive area of the

country. The evaluator quickly found that the program’s funds were mainly going into graft,

that there was no discernible effort to implement the agreed-on educational reforms, and that

no objectives had been achieved. At this point, the evaluator concluded that the program was a

total failure. He also realized, however, that the program’s target area was poverty stricken and

that the situation in the areawould onlyworsen if the government stopped funding the program.

The evaluator decided not to write and submit a report exposing the program’s failure.

Instead, he chose to redefine his task as empowerment evaluation. Accordingly, he offered eval-

uation training to area personnel and collaborated with them to produce their own evaluation

of the government-sponsored program. The resulting evaluation report was highly positive.

The external evaluator acquiesced in the group’s submission of the favorable evaluation report

to the funding agency and even showed his support by writing a preface to the report. In that

preface, he stated that the program’s staff were to be congratulated for their development

of evaluation capacity and their production of an informative evaluation report. In a private

conversation with this external evaluator, he related that the good he had done by helping keep

government funding in the poverty-stricken area far outweighed his transgression of endorsing

a faulty evaluation report and allowing it to go forward.

The claimed short-range benefits of this empowerment evaluation experience were out-

weighed, however, by the external evaluator’s having conveyed very bad lessons to the program’s

staff: (1) biasing an evaluation report is acceptable practice if it helps secure a desirable end;

(2) it is acceptable to ask independent evaluators to serve as advocates and give clients control

of the evaluation work; (3) program personnel with little or no evaluation expertise should

trust their own assessments of their own work; (4) credibility for biased self-evaluations can be

bought by selecting the “right” external evaluation expert; and (5) it is unnecessary to subject

internal evaluations to credible, independent metaevaluations. All of these lessons teach clients

to continue engaging in corrupt, incompetent evaluation practices.

The advance organizer in studies employing empowerment under the guise of evaluation is

an external evaluator’s dedication to helping a group of evaluees or other program stakeholders

gain power to improve the group’s situation. The purposes of this type of pseudoevaluation are

to empower groupmembers to conduct their own evaluations and lend credibility to those eval-

uations. The questions for such evaluations usually are stipulated by external funding organiza-

tions. Typical questions concernwhether funded programs are being implemented as promised

and whether they are succeeding, most likely from the points of view of staffing strength and

positive activities. The external evaluator’s method ismainly to provide on-the-job training and

technical support to help the evaluees conduct their own evaluations. The external evaluator’s

efforts become corrupt when he or she inappropriately endorses or shares credit for evaluation
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reports produced by the evaluees or allows the evaluees to falsely attribute evaluation findings

to the external evaluator. This type of evaluation has no strengths because it can aid and abet

groups in putting forth faulty evaluations; it reinforces the notion that subterfuge in evaluation

is acceptable; it teaches corrupt evaluation practices; it is not subjected to credible, independent

metaevaluations; and it contributes to discrediting the professional practice of evaluation.

A strict effort to help groups develop evaluation capacity is, of course, commendable.

Steps to reduce evaluees’ fear of evaluation (see also Donaldson, Gooler, & Scriven, 2002);

train them in evaluation concepts and methods; and involve them in undertaking evaluation

work are in the interest of mainstreaming evaluation. But such constructive, capacity-building

steps do not themselves constitute evaluation. When evaluation capacity building is labeled

“evaluation,” as in empowerment evaluation, it is false advertising, because such efforts do not

amount to evaluation. Helping staffs develop sound evaluation capacity absolutely requires

them to subject their evaluations to credible, independent metaevaluations, a practice that is

alien to the precepts of empowerment evaluation. We believe that requiring empowerment

evaluations to be independently evaluated would doom the approach’s survival or force radical

changes in its orientation and application.

An evaluator must not give evaluees power over an external evaluation message, even in

the interest of reducing their fear of and antipathy toward evaluation. The often predictable

result of empowerment under the guise of evaluation is essentially a biased self-report that

masquerades as an unbiased, independent evaluation.Moreover, this ismodeling of bad evalua-

tionwork; accordingly, evaluees are empowerednot to conduct rigorous, creditable evaluations,

but to make a game of what should be a sound evaluation enterprise.

In 2006 Miller and Campbell applied Wandersman et al.’s ten principles of empowerment

evaluation (2005; see Table 5.1) to analyze and assess the processes and outcomes of forty-seven

published examples of empowerment evaluation. The results of their review suggested that

empowerment evaluators’ adherence to the ten principles in practice widely varied; that there

was a lack of credible evidence demonstrating empowered outcomes; and that some of the

criticisms (for example, Patton, 2005a; Scriven, 1997; Sechrest, 1997; Stufflebeam, 1994, 2001b)

leveled against the approach were warranted.

Approach 6: Customer Feedback Evaluation

For the customer feedback evaluation approach, we have in mind the common practice by

numerous commercial enterprises of obtaining and publishing on their Web site consumers’

ratings and (sometimes) narrative reviews of products or services they had supposedly

purchased and used. In some fields this approach is referred to as “word of mouth” (Dellarocas,

2003; Hennig-Thurau, Gwinner, Walsh, & Gremler, 2004; Resnick, Zeckhauser, Friedman,

& Kuwabara, 2000). We have mixed feelings about treating this approach as a form of

pseudoevaluation, because we, like many consumers, appreciate the opportunity to see what

purchasers had to say about a product or service thatwe are considering buying. That being said,

users of reported customer feedback usually have to take it on faith that the feedback is sound,

and often it isn’t.Witness, for example, multiple “customer comments” that are the same, word
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Table 5.1 Principles of Empowerment Evaluation

Dimension Principles

Process • A community should make the decisions about all aspects of an evaluation, including its purpose and design; a

community should decide how the results are used (community-ownership principle).

• Stakeholders, including staff members, community members, funding institutions, and program participants, should

directly participate in decisions about an evaluation (inclusion principle).

• Empowerment evaluations should value processes that emphasize deliberation and authentic collaboration among

stakeholders; the empowerment evaluation process should be readily transparent (democratic-participation principle).

• The tools developed for an empowerment evaluation should reflect community wisdom (community-knowledge

principle).

• Empowerment evaluations must appreciate the value of scientific evidence (evidence-based-strategies principle).

• Empowerment evaluations should be conducted in ways that hold evaluators accountable to programs’ administrators

and to the public (accountability principle).
...................................................................................................................................................................................................
Outcomes • Empowermentevaluationsmustvalue improvement;evaluationsshouldbetools toachieve improvement(improvement

principle).

• Empowerment evaluations should change organizations’ cultures and influence individual thinking (organizational-

learning principle).

• Empowerment evaluations should facilitate the attainment of fair allocations of resources, opportunities, and

bargaining power; evaluations should contribute to the amelioration of social inequalities (social-justice principle).

• Empowerment evaluations should facilitate organizations’ use of data to learn and their ability to sustain their

evaluation efforts (capacity-building principle).

Source: Adapted fromMiller, R. L., & Campbell, R. (2006). Taking stock of empowerment evaluation: An empirical review. American Journal of Evaluation, 27, 300.

for word. There is no aspect of sampling theory to substantiate such an occurrence. A more

likely hypothesis—or, at least, suspicion—is that the vendor manufactured the responses.

The advance organizers of the customer feedback approach typically are consumer-

provided ratings of a product or service, often based on a five-point rating scale; respondents’

comments; and possibly the vendor’s responses to questions submitted by customers. Osten-

sibly, the main purpose of the customer feedback approach is to obtain and report candid

feedback from purchasers of a product or service. However, depending on whether all obtained

feedback is released or comments are indeed from actual consumers, the purpose could be to

project a positive image of the product or service. The source of questions addressed by cus-

tomers is the vendor, not the target audience of consumers. Questions asked of consumers may

include, How do you rate the quality of the product or service on a five-point scale? What are

the pros of the product or service? What is the best use of the product or service? What type

of consumer are you? andWhat is your bottom-line recommendation in regard to the product

or service? The typical method used is inviting purchasers to open and complete a Web-based

questionnaire. The reported results for a given product or service may include the number

of reviews; the average rating; specific pros identified and the number of reviewers who cited

each one; and verbatim comments by each reviewer who offered comments, including the

reviewer’s bottom-line judgment or recommendation. We know of no particular pioneers for

this approach nor of any systematic investigations of its practice and consequences, and it
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is, therefore, ripe for empirical study. Even so, its application has been widespread since the

advent of Internet marketing and selling of consumer products and services.

This approach does, however, have a potential strength when a vendor obtains and reports

comments as well as ratings. On the one hand, if they come from actual consumers, comments

can be invaluable in helping customers consider whether the customer feedback reflects criteria

that are important to them in deciding to purchase or not purchase a particular item. On

the other hand, if the comments are manufactured and not from actual consumers, potential

customers can be seriously misled as to the quality of the product or service.

Despite the approach’s clear attractiveness and utility, three problems with it led us to

include it in the pseudoevaluation category. The first is that some customer feedback—for

example, that reported by certain movie rental services—only includes the average number of

stars (⋆) on a five-star basis that respondents assigned to a particularmovie (and sometimes the

number of ratings). Although such information is of interest, it begs the question of what crite-

ria purchasers used to assign their ratings. And it embodies our second reservation about this

approach, which is that little information is available about the characteristics and representa-

tiveness of the persons who provided ratings, or whether they actually purchased or used the

product or service. Information might or might not have been provided by a reasonably broad

sample of supposedpurchasers, butmore likely not, andone cannotmake a judgment on this.As

noted earlier, customer feedback reports are enhanced when they include both ratings and nar-

rative comments; the comments canbe especially useful because typically they reveal the criteria

that each respondent used to judge a product or service. Even then, however, the usefulness

of this type of feedback is limited because of the third problem we see with this approach: one

does not know whether the vendor reported all obtained feedback or whether all the reported

comments came from actual consumers who chose to provide legitimate feedback. Although

we support the practice by commercial enterprises of reporting customer feedback, we urge

consumers to contrast the feedback withmore credible assessments of products and services, if

such can be found. Moreover, we think vendors’ practices of collecting and reporting customer

evaluations should from time to time be validated via sound procedures of metaevaluation.

Overall, we believe that vendors should continue to obtain and report ratings and

purchasers’ valid comments on products and services, along with information about raters.

Moreover, it would be appropriate for vendors to certify on their Web site that the reported

information is a complete account of obtained customer feedback. Vendors also should

consider periodically obtaining and reporting the findings of an independent assessment of

their use of the customer feedback approach. Potential purchasers are advised to compare

reported customer feedback with the more systematic evaluations of products or services

that often may be available from the Consumer Reports Web site (www.consumerreports.org)

or other independent, credible Web sites providing such evaluations.

Summary

Although it would be unrealistic to recommend that administrators and other evaluation users

not obtain and selectively employ information for maintaining political or economic viability,

evaluators shouldnot lend their name and endorsement to evaluations presentedby their clients

http://www.consumerreports.org
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that misrepresent a complete set of relevant findings, contain falsified information aimed at

winning political contests, or violate applicable laws or prior formal agreements concerning

the release of findings. If evaluators acquiesce to and support such pseudoevaluations, they

help promote and support injustice, mislead decision making, project an erroneous concept

of evaluation, lower confidence in evaluation services, and discredit the evaluation profession.

Even when an evaluator’s objective is socially constructive, nothing worthwhile is achieved by

empowering groups to conduct their own evaluations if they are essentially taught that biased

self-reports, erroneously credited as independent evaluations, are acceptable. We do note

that evaluators can give private evaluative feedback to clients legitimately, provided that the

evaluation is sound and conforms to pertinent laws, statutes, and policies as well as appropriate

contractual agreements on the editing and release of findings. Also, we encourage Internet-

based vendors to continue obtaining and reporting customer feedback, but to assess and make

transparent the extent to which such feedback comports with standards of the evaluation field.

REVIEWQUESTIONS

1. How do you define pseudoevaluation?

2. Give two examples of politically controlled studies.

3. Name the six pseudoevaluation approaches identified and discussed in this chapter, and

give a one-line explanation of each.

4. List themainflawsof (a)politicallycontrolledstudies, (b)panderingevaluations, (c)empow-

erment under the guise of evaluation, and (d) customer feedback evaluation.

5. A distorted, overly positive view of a program is released to the public, while problematic

facts are withheld. Which form of pseudoevaluation applies to this statement, and why?

6. An evaluation client is actually unconcerned about an evaluation’s stated questions and

obtainedevidence, but surreptitiouslyplans touse theexistenceof theevaluation to justify

takingcertainunannouncedbut alreadyplannedactions.Which formofpseudoevaluation

applies to this characterization, and why?

7. In the hope of obtaining future evaluation assignments, an evaluator agrees to investigate

a program, but to report only positive findings. What form of pseudoevaluation is this,

and why should the “evaluator” be discredited?

8. A company director engages an independent evaluator to prepare her employees to

evaluate one of the company’s programs. The evaluator provides the employees with

a brief training session on sound evaluation procedures. The employees then evaluate

the selected program; produce a final, highly positive evaluation report; and identify

the external evaluator as the report’s principal author. With the external evaluator’s

concurrence, the company director then sends the report to the program’s outside

funding agency. What form of pseudoevaluation is this, and what are its main flaws?
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9. A public school district’s superintendent directs the district’s evaluator to maintain

accurate information on the strengths and weaknesses of each school in her district, but

to report that information only to the superintendent. The superintendent also authorizes

the evaluator to include only the positive or “nonsensitive” information in reports to the

public. What form of pseudoevaluation is this, what are its strengths and weaknesses, and

in what ways is the superintendent acting inappropriately and probably illegally?

10. What are the pros and cons of the customer feedback approach to evaluation, and what

provisions are needed to legitimize the use of this approach?

Group Exercises

Work through the following two exercises with your group. It is quite possible that members

will reach different conclusions about how best to respond to the problems. However, mem-

bers should try to justify their position.

Exercise 1

Discuss the rationale that supports the following statement: “Evaluators should not lend their

name and endorsement to evaluations presented by their clients that misrepresent the full set

of relevant findings.”

Exercise 2

Truth is often stranger (and perhaps more disconcerting) than fiction. The following situation

is based on fact.

A large mining company in the northwestern part of Western Australia depended heavily

on both federal government subsidies to ensure strong exports as well as an annual report that

was received favorably by shareholders. The same firm of evaluators (incorporating auditors)

examined the company from 1996 to 2003. Reports to the federal government and shareholders

over this time spanwere produced in a glossy format; invariably, the organizationwas portrayed

as flourishing. As a result of questions being asked at the 2003 annual general meeting of

shareholders (with government representatives present), a subsequent independent evaluation

found an abundance of corruption, significantly hiding massive financial losses for the previous

six years.

The deceptions of the original firm of evaluators were characterized by

• Tight control of the kinds of information released, influenced strongly by both the senior

administrators of the company being evaluated as well as federal government officials (who

were determined to pursue a favorable balance of trade in mining products with Asian

countries)
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• A consistent desire to give a glowing annual report, fully knowing that there was illegal

collusion with mining management and government officials about the questions to be

addressed annually and which matters would be omitted

• Data and information manipulated to exaggerate preconceived positive outcomes

In this sorry saga, who was at fault, and why? What advice would you give to the mining

company and the federal government for future evaluations?

Notes

1. Patton (2008) described numerous methods for identifying and avoiding such perils using situational

analysis and other techniques.

2. Empowerment evaluation shares an emphasis on social justice with the social agenda and advocacy

approaches described in Chapter 8. However, we classified empowerment evaluation not as a social

agenda or advocacy approach, but as a pseudoevaluation approach, because it cedes authority over

key matters relating to controlling an evaluation’s quality to the subject program’s stakeholders, and

because a wide range of reviewers of the approach have judged it to be grossly deficient in relation to

the standards of the evaluation field.
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QUASI-EVALUATION STUDIES

LEARNING OBJECTIVES

In this chapter you will learn

about the following:

• The definition of a quasi-evaluation

approach

• The functions of quasi-evaluation

approaches

• The strengths and weaknesses of

quasi-evaluation approaches

• The identity and characteristics of

eight quasi-evaluation approaches:

objectives-based studies, the Success

Case Method, value-added assessment

of outcomes, experimental and

quasi-experimental studies, cost

studies; connoisseurship and criticism,

theory-based evaluation; and

meta-analysis1

Quasi-Evaluation Approaches Defined

A quasi-evaluation approach provides direction for per-

forming a high-quality study that is narrow in terms of the

scope of questions addressed, the methods employed, or

both. Such a study may be narrow because it (1) focuses

on one or more limited questions, such asWere the devel-

oper’s objectives achieved? (2) employs only one selected

method, such as administration of a questionnaire to a

sample of program participants; or (3) employs only one

method and also addresses only one or a few narrowly

focused questions (which is often the case with experi-

mental studies).

The questions that drive a quasi-evaluation might be

derived, for example, from a program’s stated objectives; a

newspaper’s decision to report rankings of schools on a sin-

gle variable of interest (such as average reading test scores);

a funding agency’s requirement that contractors submit

periodic reports of accomplishments; or a focused investi-

gation to find, document, andpublicize either the strengths

of an apparently successful program or the weaknesses of

a program perceived to be failing. A quasi-evaluation

study that starts with a selected method might employ

as its starting point a design for a randomized controlled

experiment, a particular standardized test, a cost analysis

procedure, or a program theory. Such approaches tend to

emphasize technical quality, as illustrated by studies based

on an experimental design or a standardized test and set

of norm tables. In general, proponents of quasi-evaluation

approaches stress that it is usually better to answer a

few pointed questions promptly and well (that is, validly
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and reliably) than to attempt a longitudinal assessment with sufficiently broad scope to

comprehensively and convincingly assess a program’s merit and worth (also see Cronbach &

Snow, 1981).

Functions of Quasi-Evaluation Approaches

In an ideal world, every evaluation would provide information of sufficient scope and quality

to fully assess a program’s merit and worth. Although this is a worthy goal for many program

evaluation assignments, it is often unrealistic or excessive considering the ebb and flow of

clients’ specific, immediate evaluative information needs. Clients might need only a focused,

factual response to a specific question. They might want and need only

• A needs assessment report to support a scheduled budget hearing

• Confirmation that a funded contractor is meeting basic contract requirements and doing

so on time

• A summary of current findings related to each objective of a funded program

• A study comparing experimental and control groups to determine if a treatment’s effect

on an outcome variable was statistically superior to the results for the control group

• A quick troubleshooting study to determine why a program apparently is in chaos

All of these examples reflect clients’ real-world requirements for evaluative information.

All of them fall short of calling for a study to fully assess a program’s merit and worth. But

evaluator responses to such narrow requests for evaluative information are not only frequent

but also important and valued by clients. When conducted well, quasi-evaluation studies

deliver a valuable service in providing high-quality, timely responses to requests for targeted,

limited evaluative feedback.

General Strengths andWeaknesses of Quasi-Evaluation
Approaches

We see quasi-evaluation studies as legitimate, necessary, and useful in their own right. Their

most important strengths are (1) an orientation toward responding directly, in a timely fashion,

and at a high level of quality to client needs; (2) efficiency in collecting only the information

that the client requests or that the selected procedure requires; and (3) a tendency to yield

information that has high levels of validity, reliability, credibility, and immediate utility.

The main weakness of quasi-evaluation studies is in the unchecked possibility for clients

mistakenly to believe or represent that such studies constitute thorough evaluations of a

program’s merit and worth. In most cases a quasi-evaluation study’s focus is too limited

to address the full range of questions pertaining to merit and worth. Such an approach

is unlikely to meet all the requirements of a sound evaluation, as defined in professional

standards for program evaluations. We see that shortcoming as a problem and weakness of the
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quasi-evaluation study if a program’s leader or other interested party misrepresents such

a study as being a comprehensive evaluation of a program’s merit and worth. We present

this caveat because we have encountered a few such cases of misrepresentation. We advise

evaluators who conduct quasi-evaluations, and their clients, to make clear the limitations of

judgments that may legitimately be reached based on the obtained findings. Of course, this

advice applies to all types of evaluations.

Approach 7: Objectives-Based Studies

The objectives-based study is the classic example of a quasi-evaluation approach that focuses

on a narrow set of questions. Madaus and Stufflebeam (1988) provided a comprehensive look

at this approach in an edited volume of the classical writings of Ralph W. Tyler.

Advance Organizers

In this approach, some statement of a program’s objectives constitutes the advance organizer.

The defined objectives provide the basis for determining what information should be collected.

The specified informationneeds provide direction for identifying pertinent information sources

and developing or selecting tools to measure program recipients’ performance in relation to

each objective. When program objectives are defined in great detail, they include specification

of cut scores above which a program is judged to have met its objectives.

Purposes

The usual purposes of an objectives-based study are to specify and define clearly what a

program is intended to accomplish and to determine the extent to which the program achieved

its objectives. Program administrators use the results of objectives-based studies to report on

the extent towhich their programdelivered the promised outcomes. Objectives-based program

reports also allow clients and program recipients to reach their own evidence-based judgments

of a program’s level of success. Program staffs may use judgments of which objectives were not

achieved as diagnostic feedback for use in rethinking and improving a program’s design and

execution. Funders may use results of objectives-based studies to sustain funding, increase or

decrease funding, or terminate a program.

Sources of Questions

This approach’s general question is, Did a program achieve its objectives? The objectives may

be defined by a program’s staff, defined and mandated by the program’s funder, or formulated

and explicated by the evaluator in consultation with the program’s staff. The validity of the

objectives resides mainly in their acceptability to the program’s staff, beneficiaries, and funder.

Questions

The specific question addressed by objectives-based studies is, To what extent did the program

achieve each of its stated objectives? The program’s objectives are expected to be defined
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in very clear terms. In some studies, each program objective is defined in such detail that it

specifies what is to be achieved, the conditions under which the achievement is to be produced,

how the achievement is to be measured, and the level on the pertinent measurement scale that

is to be counted as successful.

Methods

Typically, but not always, an objectives-based evaluation is an internal study done by a developer

or other program leader or, less often, by a program service provider. The methods used in

objectives-based studies essentially involve specifying operational objectives and collecting and

analyzing pertinent information to determine how well each objective was achieved. R. W.

Tyler (for example, 1932, 1942, 1950, 1966, 1967) stressed that a wide range of objective and

performance assessment procedures usually should be employed. This sets his approach apart

from studies that focus on a particular method, such as an experimental design or a single

standardized test. Criterion-referenced tests and students’ work samples are especially relevant

to the objectives-based approach.

Pioneers

Tyler is generally acknowledged to be the pioneer of the objectives-based type of study,

although Percy Bridgman and Edward Thorndike should also be credited. Several people

have developed variations of Tyler’s model. They include Bloom, Englehart, Furst, Hill, and

Krathwohl (1956); Hammond (1972); Metfessel and Michael (1967); Popham (1969); Provus

(1971); and Steinmetz (1983). Although Tyler developed the objectives-based approach for

use in evaluating educational programs, this approach’s influence has spread far beyond the

confines of education.Objectives-based evaluations can be found in virtually all fields of service,

and it is common to see government requirements specifying that evaluations be conducted to

determine the extent to which each funded program achieved its objectives.

Use Considerations

The objectives-based approach is especially applicable in assessing tightly focused programs

that have clear, supportable objectives. Even then, such studies can be strengthened by judging

program objectives against intended recipients’ assessed needs, searching for side effects, and

studying the process as well as outcomes. In practice, it is rare for evaluators to question

program objectives (Scriven, 1974, 1991).

Strengths

Objectives-based investigation has been the most prevalent approach to evaluating programs.

Perhaps this is due to the approach’s ease of application. It has commonsense appeal; program

administrators have had a great deal of experiencewith it; and itmakes use of published rules for
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writing operational or behavioral objectives, both norm-referenced and criterion-referenced

testing, and performance assessments.

Weaknesses

Common criticisms are that objectives-based studies report findings only at the end of a

program; that such information is neither timely nor pertinent to improving a program’s

implementation; that the information often is far too narrow to constitute a sufficient basis

for judging a program’s level of success, especially for the full range of beneficiaries; that

objectives-based studies do not uncover positive and negative side effects; that they may

credit unworthy objectives; and that they fall short of assessing a program’s significance (see

Scriven, 1974).

Approach 8: The Success CaseMethod

A recent entry in the lexicon of quasi-evaluation approaches is the Success Case Method,

developed by Robert Brinkerhoff (2003, 2005a, 2005b, 2006). In this approach, the evaluator

deliberately searches for and illuminates instances of success and contrasts these with what is

not working in a program.

Advance Organizers

The advance organizers in this approach are a program’s specific successes; how they were

produced; how themost impactful instances of success compare to the least successful instances

(for example, in regard to prevalence and importance); and the contextual circumstances and

other causal factors that contributed to the successes. These are aspects of a program that,

when identified and substantiated, would be important in sustaining, expanding, or improving

the program.

Purposes

The purpose of this approach is to provide change leaders with a simple, dependable, and

low-cost way of expeditiously finding out how well and in what respects a change effort is

working. The intent of the Success Case Method is to discover, analyze, and document any

successes a programmight be having so they can be built on and extended (assuming that these

successes are worthwhile). The Success Case Method is put forward not as a comprehensive

approach to fully assessing an enterprise’s merit and worth over time (however, see Coryn,

Schröter, and Hanssen [2009] for an example of a longitudinal Success Case Method), but as

a relatively quick yet defensible means of gathering critically important information for use

in program improvement. The approach may be employed in conclusion-oriented summative

evaluations, but mainly it is intended for use in formative evaluations aimed at program

improvement.
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In responding via an e-mail message to a previous draft of this characterization of the

Success Case Method for this book’s first edition (Stufflebeam & Shinkfield, 2007), Brinkerhoff

stated:

No program is ever wholly successful or unsuccessful; thus methods that look for “average”

or typical outcomes inevitably underestimate strengths and overestimate weaknesses. The

Success CaseMethod helps evaluators capture the successes and then assess their worth. If

the best that a program is doing is not good enough, the Success Case Method evaluation

is finished (and so, usually, is the program). But if the good stuff is indeed worthy, then

it may make sense to get a greater return on the program investment by leveraging the

strengths, which means as well that we have to figure out WHY it works WHEN it works;

this is also an aim of the Success Case Method (and is why we always compare the least

impactful instances to the most impactful ones).

Sources of Questions

Questions about where to look for successes (and failures) often are identified by the people

who are most directly involved in carrying out a program or receiving its services. When

traditional methods of evaluation have branded a program as unsuccessful, persons closely

associated with the program may believe there are valid reasons to dispute the conclusion.

Accordingly, they may put forward their perspectives, cite their associations with program

successes, and present hypotheses of program strengths that could and should be confirmed

through further investigation.

Questions

General questions addressed by the Success Case Method include the following:

• What are the noteworthy successes of the given program?

• How were the program’s successes produced?

• What contextual and other causal factors contributed to the program’s successes?

• How important are the identified successes as bases for further program development?

• How do the program’s most impactful features compare with its least impactful features?

Methods

The Success Case Method, as described by Brinkerhoff (2003), typically is conducted using a

five-step procedure:

1. Focus and plan the Success Case Method.

2. Create an impact model.

3. Survey all program recipients to identify success and nonsuccess cases.
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4. Interview key informants in a random sample of success and nonsuccess cases and

document their stories.

5. Communicate findings, conclusions, and recommendations.

The focusing and planning of a Success CaseMethod study (in step 1) can takemany forms.

As already mentioned, the approach can be used for both formative and summative evaluation

purposes, although the approach is typically used for formative purposes. Once the focus of

the study has been determined, (in step 2) an impact model is developed that delineates how

an intervention is assumed to produce its desired results (see “Approach 13: Theory-Based

Evaluation” in this chapter for a discussion relevant to applying program theories to study

program processes and impacts). Then (in step 3) cases are identified as high (H), or success

cases; moderate (M), or average cases; or low (L), or failure or nonsuccess cases, or some

similar variation. Typically cases are classified using survey methods specifically designed to

provide information for classifying cases (that is, some measure of success, such as return on

investment; also see “Approach 11: Cost Studies”). Once classified, (in step 4) these cases serve

as sampling strata, and cases are randomly selected from the upper and lower ends of the

success measure. The Success Case Method is, therefore, essentially an analysis of extreme

or outlier cases, as opposed to average cases, whereby independent evidence is sought to

corroborate claims of success or failure (for example, to determine whether a salesperson’s

sales actually increased following an in-service training experience). Also in step 4, the reasons

underlying successes or failures are investigated using semistructured interview techniques

designed to probe possible explanations from a random sample of extreme cases. Finally,

(in step 5) findings, conclusions, and recommendations are communicated. Often, evaluation

reports using the Success Case Method are presented in the form of “success stories” (Coryn

et al., 2009, p. 81). Figure 6.1 illustrates the basic logic in applying the Success Case Method

where an observable effect has occurred and cases have been classified as high, medium, or low.

In Success Case Method evaluations, it is assumed that the sample of successful and

unsuccessful cases is normally distributed over the success measure as shown in Figure 6.2.

Also assumed is the cases at the extremes—the focus of the Success Case Method—of such a

distribution (for example, between+2𝜎 and +4𝜎 or ≥ + 3𝜎 [that is, success cases] and between

−4𝜎 and −2𝜎 or ≤ −3𝜎 [that is, failure cases]) also are normally distributed. Such assumptions,

however, are rarely met in most program evaluation situations (for example, there might be

nonsymmetric distributions of success).

Pioneers

Brinkerhoff (2003) has been the pioneer in conceptualizing, applying, and publicizing the

approach. Scholars whom he credits with influencing his development of the Success Case

Method include Egon Guba, Barry Kibel, Annette Simmons, and Robert Stake.

Use Considerations

Although the Success Case Method has been applied primarily in the for-profit sector to

evaluate training initiatives or new work methods (Brinkerhoff, 2005), it recently has been
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Figure 6.1 Conceptual Model of the Success Case Method

Source: Coryn, C.L.S., Schröter, D. C., & Hanssen, C. E. (2009). Adding a time-series design element to the Success Case Method to improve methodological rigor: An

application for nonprofit program evaluation. American Journal of Evaluation, 30, 81.

–4 0–3 –2 –1 +1 +2 +3 +4

Figure 6.2 Distributional Assumptions of Success Case Method Samples

applied to an evaluation of the impact of a U.S.-based and international food security project

(Chianca & Risley, 2005); in educational settings to determine the factors that influence

the academic achievement of minority students (Coryn, Schröter, et al., 2007); to evaluate

organizational learning in a nonprofit foundation (Berkley, Day, Smith, & Chianca, 2005);

and to evaluate an assistance initiative for persons who are homeless and those at risk of
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homelessness, an assessment that was taken up within the effectiveness evaluation component

of a context, input, process, and product (CIPP) model evaluation conducted by Coryn et al.

(2009; also see Chapter 13).

We think the following example illustrates the intent, spirit, and procedure of the Success

Case Method.

An evaluator had been contracted to evaluate a highly funded vocational education

program that was designed for widespread implementation in secondary schools in Ohio.

In accordance with the evaluation contract, the evaluator had conducted a comparative

experiment. Schools across Ohio had been randomly assigned to receive the new program or

not. Following implementation of the program, the evaluator had compared the two groups

on tests of knowledge of vocational education content and other measures of attitude and

aspiration. Across all of the outcome measures, the consistent finding was that there were no

statistically significant differences between students in the group that had received the program

and students in the control schools. The expensive program was thus judged a failure and not

worthy of continuation and widespread implementation throughout the schools of Ohio.

Release of these findings brought protests from the schools in the experimental group.

Teachers in those schools said the program had made substantial and important impacts on

their students, even if the evaluators had been unable to detect these impacts. The teachers said

they had seen the impacts with their own eyes, and they worried that this less-than-sensitive

evaluation would lead to the termination of a meritorious program that had good value for

students throughout the state.

These teachers were so persuasive that the evaluator decided to take another look at the

data (through what we might today term a “success case study”). He wanted to ascertain

whether he could find convincing evidence that the teachers were correct about the program’s

having made important impacts on their students. Using an item analysis procedure, the

evaluator searched for test items that discriminated statistically between experimental and

control students. He was surprised at the results of this search. He found a sizable number

of items on which students in the experimental schools outperformed the students in the

control schools. He found another, small subset of items on which the control students actually

outperformed the students in the experimental group. And he found a third set of items that

did not differentiate between the two groups. Content analyses of the test items on which the

experimental students excelled confirmed what the teachers had been reporting as successes in

their classrooms. Moreover, the items that showed superior performance for the experimental

group were judged to reflect important impacts. The few items that showed superior responses

from students in the control group were deemed important for further investigation, as were

the items that showed no differences between the two groups.

The original comparative analysis that combined all of the items in each test had obscured

the important underlying statistical interactions among items that differentiated in different

directions between the groups and other items that did not discriminate statistically between

the groups. The evaluator compiled the new analysis in a supplementary report and sent it to

the sponsor, along with the conclusion that the program clearly had succeeded in producing

a set of important student outcomes. The evaluator also wrote a notable paper reflecting this
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experience: Needed: Instruments as Good as Our Eyes (Brickell, 1976, 2011). We think his

follow-up evaluation of the Ohio vocational education program was an early example of what

Brinkerhoff (2003) later came to refer to as the Success Case Method, although statistical

methods for evaluating “outliers” (which are usually considered noise or a nuisance by most

statisticians) have existed for many decades.

Strengths

The Success Case Method is especially useful in ensuring that a program will be credited for

whatever it has done well. When it is used as a formative evaluation approach, its principal

strength is that it accelerates development by aiding early discovery of what is working and

what is not. It is less often used as a summative method, but when it is, the approach’s main

strength is in ensuring that a program’s positive points will be credited.

The orientation of the Success Case Method is to not “throw out the baby with the

bathwater.” As Brinkerhoff (2003) stated,

Many evaluation approaches lead to overall “thumbs up or down” judgments, thus the

few successes a program may be having get thrown out in the general bathwater of a

larger initiative that is not working well. But, because the Success Case Method looks for

success, no matter how small or infrequent, it helps new initiatives grow and becomemore

successful. (p. x)

By comparing least successful instances to most successful instances, and by investigating

as well the contextual factors and underlying causes that seem to contribute to success or a

lack of it, the evaluator is often able to make useful suggestions for improving results. Even

if a program is marginal or mostly poor in regard to quality and productiveness, it might be

possible to find strengths on which the program could build (Brinkerhoff & Dressler, 2002). By

identifying and understanding such strengths, the evaluator can discover why a programworks

and then help program leaders achieve more success (Brinkerhoff, 2005a). This also might

help in deterring program funders from unjustifiably canceling programs that are partially

succeeding or could be helped to succeed to a greater extent. Secondarily, discovering and

documenting a program’s successes can be instrumental in boosting program staff members’

morale, giving them reasons to take pride in past accomplishments, and contributing concretely

and publicly to a foundation of success on which they can build.

Weaknesses

The Success Case Method’s main limitation is that the evaluator does not seek to produce a

comprehensive assessment of an evaluand’s merit and worth. Accordingly, it is best considered

as an alternative approach that is especially useful in providing users with quick, reasonably

rigorous, and typically low-cost responses to questions related tomaking an enterprise succeed.

Compared with comprehensive assessments of a program’s merit and worth, the Success Case

Method is narrow in what it assesses and focuses mainly on short-term findings. This
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narrowness is considered a weakness only if a study employing the Success Case Method is

misrepresented as a comprehensive assessment of a program’s merit and worth.

Approach 9: Outcome Evaluation as Value-Added Assessment

The classic example of value-added assessment involves collecting a standardized test score

from each student in a school at the end of each of three or more successive school years,

calculating each student’s gain across the three or more scores, aggregating and analyzing the

gain scores across all assessed students, and using the results to assess the school’s effectiveness

in improving its students’ test scores. When this approach is applied to several schools in

a school district, the resulting school-by-school results allow the evaluator to confidently

compare the different schools in improving their students’ test scores, irrespective of how

high or low each school’s students scored on the pretest. Systematic, recurrent outcome and

value-added assessment, coupled with hierarchical gain score analysis, is a special case of the

use of standardized testing to evaluate the effects of programs and policies. The emphasis is

often on annual testing at all or a succession of grade levels to assess trends and partial out

effects of an education system’s different schools or other components.

Advance Organizers

Advance organizers in outcome evaluation employing value-added analysis are system-wide

indicators of intended outcomes and a scheme for obtaining, classifying, and analyzing gain

scores. The approach requires standardization of assessment data throughout a system.

Questions to be addressed by outcome and value-added evaluations originate from governing

bodies, policymakers, the system’s professionals, and constituents. In reality, questions are

often limited by the data available from tests regularly used by a state or school district.

Key variables in value-added assessment studies are units of measurement, including

students, teachers, classrooms, schools, elementary and secondary levels of schools, curricular

areas, school districts, and subgroups of school districts; selected standardized achievement

tests; annual administrations of the tests; and student gain scores over a period of at least three

years. With such elements in place, the investigator uses hierarchical, longitudinal analysis

to identify achievement trends and associate the differential trends with the contributions of

different schools, school districts, groups of districts, curricular areas, or teachers.

Purposes

The purposes of outcome and value-added assessment systems are to provide direction

for policymaking, accountability to constituents, and feedback for improving programs and

services. The intent is to determine what value each entity (school, school district, curricular

area, or sometimes an individual teacher) is adding to the achievements of students served by

an educational system and then report the results for policy, accountability, and improvement

purposes. The main interest is in aggregates and trends across school years, not performance

of individual students.
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Sources of Questions

Key pressures for assessing educational outcomes emanate from oversight groups, such as state

boards of education, school boards, and educational administrators that are under pressure to

produce accountability reports. Such groups want and need studies that identify and assess

academic achievement levels and trends in school districts and schools, and that link those

assessments to the elements of the school district that may deserve recognition, require

corrective attention, or need additional resources.

Questions

Basically, oversight bodies request answers to such questions as the following:

• What are the levels of and trends in achievement for each subgroup of school districts,

each district, and each school in an education system?

• To what extent are particular programs adding value to students’ achievements?

• What are the cross-year trends in outcomes?

• In what sectors of the system is the program working best, and where is it performing the

most poorly?

• To what extent are program successes and failures associated with the system’s groupings

of grade levels (for example, primary, middle or junior high, and high school)?

• What are key, pervasive shortfalls—in particular, program objectives that require further

study and attention?

• Which subgroups of districts, individual districts, schools, and teachers deserve commen-

dation for their contributions to excellent levels of and trends in academic achievement?

• Which subgroups of districts, individual districts, schools, and teachers should be singled

out and remediated or sanctioned because of deficient levels of and trends in academic

achievement?

• To what extent do students sustain their pattern of test score gains as they move from one

school building (say, an elementary school building) to another (a middle school building)?

Methods

A state education department may annually collect achievement test data from all students (at

a succession of grade levels), as is the case in the Tennessee Value-Added Assessment System

(see W. L. Sanders & Horn, 1994). The evaluator may analyze the data to look at contrasting

gain score trends for different schools. Results may be broken out to make comparisons

between curricular areas; teachers; elementary versus middle schools; or size and resource

classifications of schools, districts, and areas of a state. What differentiates the approach from

the typical standardized achievement testing program is the emphasis on sophisticated gain

score and hierarchical analysis (for example, looking at students nested in classrooms nested

in schools)—often referred to as hierarchical linear modeling (see Raudenbush & Bryk, 2002)
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or multilevel modeling—of data to delineate effects of system components and identify which

ones should be improved and which ones should be commended and reinforced. Otherwise,

the two approaches have much in common.

Pioneers

Developers of the outcome evaluation as value-added assessment approach include W. L.

Sanders and Horn (1994); Webster (1995); Webster, Mendro, and Almaguer (1994); and

Tymms (1995).

Use Considerations

Outcome monitoring involving value-added assessment is probably most appropriate in well-

financed state education departments and large school districts having strong support from

policy groups, administrators, and service providers. The approach requires system-wide

buy-in; politically effective leaders to continually explain and sell the program; annual testing

at a succession of grade levels; a smoothly operating, dynamic, computerized baseline of

relevant input and output information; highly skilled technicians to keep the computerized

database up to date and make it run efficiently and accurately; a powerful computer system;

complicated, large-scale statistical analysis; and high-level commitment to use the results for

policy development, accountability, program evaluation, and improvement at all levels of the

system.

Strengths

The central advantage of outcome monitoring involving value-added assessment is in the

systematization and institutionalization of a database of outcomes that can be used over time

and in a standardized way to study and findmeans to improve outcomes. This approach makes

efficient use of standardized tests; is amenable to analysis of trends at state, district, school, and

classroom levels; uses students as their own controls; and emphasizes that students at all ability

levels should be helped to grow in knowledge and skills. The approach is conducive to using a

standard of continuous progress across years for every student, as opposed to employing static

cut scores. The latter, while prevalent in accountability programs, basically fail to take into

account meaningful gains by low-achieving or high-achieving students, because such gains

usually are far removed from the static cut score standards.

W. L. Sanders and Horn (1994) have shown that the use of static cut scores may produce a

“shed pattern,” in which students who began below the cut score standard make the greatest

gains, whereas those who started above the cut score standard make little progress. Like the

downward slope, from left to right, of a toolshed, the gains are greatest for previously low-

scoring students and progressively lower for the higher achievers. This suggests that teachers

may be concentrating mainly on getting students to the cut score standard but not beyond it,

thus holding back the high achievers.

Figure 6.3, although not based on actual data, illustrates the shed pattern—in reference to

the sloped roof of a toolshed—thatW. L. Sanders and Horn (1994) have observed and reported
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Figure 6.3 Hypothetical Shed Pattern of Student Gains over a Three-Year Period

in their applications of value-added assessment studies. The vertical dimension denotes gains,

over a three-year period, in test scores for a sample of students. The horizontal dimension

denotes lowest to highest quartiles of students in the sample based on average pretest scores for

each quartile group. The slope in the figure is based on average three-year gains for each group.

As shown, average gains are greatest for the quartile with the lowest pretest scores and are

decreasingly lower for the second, third, and fourth quartiles. Thus there is an obvious negative

correlation between pretest scores and posttest gain scores. Although one might argue that

this pattern reflects the well-known phenomenon of regression to the mean,W. L. Sanders and

Horn have posited that some of the regression very likely results frommore intense instruction

for low-scoring students and decreased instruction for those who already met or exceeded the

cut score standard. This is especially likely in high-stakes testing programs, and we think W.

L. Sanders and Horn have made a credible argument against the use of cut scores for judging

students’ school progress. It is also plausible that gains for high-scoring students are depressed

by tests with relatively low ceilings.

Weaknesses

A major disadvantage of the outcome and value-added assessment approach is that it is

politically volatile due to its use in identifying responsibility for successes and failures down

to the levels of schools and teachers. It also is heavily reliant on quantitative information,

such as that coming from standardized, multiple-choice achievement tests. Consequently,

the complex and powerful analyses are based on a limited scope of outcome variables.

Nevertheless, W. L. Sanders (1989) has argued that a strong body of evidence supports the

use of well-constructed, standardized, multiple-choice achievement tests. Beyond the issue
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of outcome measures, the approach does not provide in-depth documentation of program

inputs and processes andmakes little, if any, use of qualitative methods. Despite advancements

in objective measurement and the employment of hierarchical linear modeling to determine

effects of a system’s organizational components and individual staff members, critics of the

approach argue that causal factors are so complex that no measurement and analysis system

can fairly fix responsibility for the academic progress of individual and collections of students to

the level of teachers. Also, this book’s first-named author’s personal experience in interviewing

educators in all of the schools in a Tennessee school district, subject to the statewide Tennessee

value-added student assessment program (see W. L. Sanders and Horn [1994] for a complete

description of the program), showed that none of the teachers, administrators, and counselors

interviewed understood or trusted the fairness of this approach. That anecdotal finding may or

may not reflect current stakeholder sentiments concerning the use of value-added assessment

to judge teachers and schools, but it is a possible concern worth further investigation.

Approach 10: Experimental and Quasi-Experimental Studies

Using controlled experiments (and their many synonyms—randomized controlled trials,

randomized clinical trials, randomized experiments, true experiments, and so on), program

evaluators randomly assign recipients (such as students or groups of students or patients)

or organizations (such as schools or hospitals) to experimental and control groups and then

contrast outcomes after the experimental group has received a particular intervention and

the control group has received no special treatment or some different treatment.

This type of study was quite prominent in program evaluations during the late 1960s

and early 1970s, when there were federal requirements to assess the effectiveness of federally

funded innovations in schools and social service organizations. In the 1980s and 1990s

experimental program evaluations fell into disfavor and disuse. Apparent reasons for this

decline were that educators, social workers, and other social service providers rarely can

meet the required experimental conditions and assumptions. Recently, however, randomized

experiments have returned to favor. Particularly influential on the renewed interest in using

randomized experiments for program evaluation purposes has been the U.S. Department of

Education Institute of Education Sciences (IES) and its constituents, which gave priority to

randomized studies of educational interventions and innovations in 2004 (see Christie &

Fleischer, 2010; Coryn, 2007a, 2011; Donaldson, Christie, & Mark, 2009). In 2010, however,

IES modified its position to recognize other types of investigations (such as well-conducted

quasi-experiments with statistical controls, certain single-subject designs, and case-control

studies) as providing sufficient evidence of program effectiveness.

Advance Organizers

The advance organizers in experimental studies are problem statements, competing treatments,

cause-and-effect hypotheses, investigatory questions, randomized treatment and comparison

groups, defineddependent variables, and selected tools andprocedures for obtaining dependent

variable measures.
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Purposes

The usual purpose of the controlled experiment is to determine causal relationships between

specified independent and dependent variables, such as between a given method of instruction

and student performance on a standardized test. The scientific rationale put forth to support

the use of randomized experiments for program evaluation purposes is quite simple. Through

randomization (with sufficiently large samples), all biases—measured and unmeasured—are

distributed equally over treatment and control conditions (that is, the selection bias threat

to internal validity is eliminated). Theoretically, therefore, the only possible explanation for

outcome differences between groups is exposure to the treatment or intervention.

Sources of Questions

It is noteworthy that the sources of questions investigated in the experimental study are

researchers, program developers, and policy figures, and not usually a program’s constituents

and staff. Requests, even pressures, for conducting randomized controlled experiments fre-

quently come from oversight bodies, including federal funding agencies and the boards of

charitable foundations. Such bodies often want to know the extent to which the programs they

fund have produced positive outcomes. They often make clear that judgments of a program’s

success are unacceptable unless they are based on clear evidence that the funded program

caused the measured effects.

Questions

The typical bottom-line question in an experimental study is, To what extent did a special

treatment (for example, a new program) produce better outcomes than those observed for

an alternative treatment? To effectively address such a question, the evaluator is expected to

employ randomization and control of treatment conditions in determining unequivocal cause-

and-effect relationships between independent and dependent variables. The independent

variables are competing treatment conditions, and the dependent variables are the outcomes

being sought.

Methods

The experimental method is employed through one of a range of experimental designs

including two or more randomly assigned comparison groups as well as two or more

treatment conditions. The array of available experimental designs includes those designated as

posttest only, pretest-posttest, or Solomon four group, among others (see Campbell & Stanley,

1963).

Shown in Figure 6.4 is a flowchart presenting the typical progression of units through a

randomized controlled experiment. Units can be individuals (for example, students) or clusters

of units, such as schools, hospitals, communities, or charitable foundations (experiments

involving clusters of units are known as group-randomized experiments). Once units are

recruited and determined to be eligible, they are then randomly assigned to a condition
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Figure 6.4 Flowchart of Units Through a Randomized Experiment

(typically to either a treatment or a control). Depending on the study’s design and the nature

of the intervention, a measure of the outcome of interest may be taken from members of

each comparison group prior to the period of intervention to be studied. (Such measures are

commonly referred to as pretests.) The comparison groups may include the subjects receiving

an innovative treatment, the subjects undergoing current practice, or a group of subjects

receiving no treatment whatsoever. Once groups have been exposed to the intervention or

control, then posttesting occurs at some predetermined time when an effect is expected to

have occurred or over several time points following a treatment (that is, repeated posttests).

Units that discontinue a treatment or drop out of a control condition, or that are lost to

the follow-up measurement (in a process known as attrition), are often statistically retained

in determining whether an intervention is effective through intention-to-treat (ITT) types

of analysis (analysis based on the initial treatment intent, not on the treatment eventually

administered). For purposes of ITT analysis, all who begin the treatment or intervention are

considered to be part of the experiment, whether they finish or not, and those who did not

complete are considered as a zero effect in the analysis. This at first seems counterintuitive. If

an evaluator is trying to determine how effective a new drug might be, why would patients who
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refused to take the drug be included? An analysis that includes only compliant participants has

two major shortcomings:

• Groups defined by compliance are no longer randomized and are thus subject to biases.

• Groups defined by compliance may not represent the practical impact of the treatment.

When the analysis is conducted only on those who completed a program or treatment,

known as treatment-on-the-treated (TOT) analysis, the randomized experiment essentially

breaks down and becomes a quasi-experiment: those who remain or complete a program or

treatment probably differ from those who started, thus introducing a selection bias, which

randomization is designed to eliminate. Good practice would dictate that both ITT and TOT

analyses be conducted, but this is rarely the case. More often than not, only TOT analysis is

reported rather than ITT analysis (Kruse et al., 2002).

Although not shown in Figure 6.4, these types of studies can, and often do, include one or

more pretests, more than two groups (for example, two treatment groups [one high dose, one

low dose] and a control); various types of control groups (for example, no-attention control,

wait-list control, or placebo control); multiple posttests; nonequivalent dependent variables

(Coryn & Hobson, 2011); and other design elements intended to reduce different types of

validity threats (see Shadish, Cook, & Campbell, 2002).

Pioneers

Pioneers in using experimental design to evaluate programs are Donald Campbell and Julian

Stanley (1963), Lee Cronbach and Richard Snow (1969), E. F. Lindquist (1953), and Edward

Suchman (1967).Otherswhohave developed themethodology of experimentation substantially

for program evaluation are Robert Boruch (1994, 2003); Gene Glass and TomMaguire (1968);

and David Wiley and Darrell Bock (1967), plus the authors referenced in this section.

Use Considerations

Evaluators should consider conducting a controlled experiment only when its required

conditions and assumptions can be met. Often these conditions and assumptions include

significant political influence, substantial funding, and widespread agreement—among the

involved funders, service providers, and recipients—to submit to the requirements of the

experiment. In addition, a true randomized, comparative experiment requires a stable program

that will not have to be studied and modified during the evaluation; the ability to establish

and sustain comparable program and control groups; the ability to keep the program and

control conditions separate and uncontaminated; and the ability to obtain the needed criterion

measures from all or at least representative samples of the members of the program and

comparison groups. Evaluability assessment was developed as a particular methodology for

determining the feasibility of moving ahead with an experiment that meets the necessary

conditions (M. F. Smith, 1989; Wholey, 1995).
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Due to some of the criticisms (such as those concerning withholding potentially effective

treatments) and problems (such as implementation failures in field settings) associated with

randomized experiments, developments and advances in quasi-experimental methods, largely

advanced by Tom Cook (T. D. Cook & Campbell, 1979; Shadish et al., 2002), have been

advocated as a means of producing credible causal evidence when randomized experiments

are unethical or unfeasible. Quasi-experiments share many similarities with randomized

experiments (for example, they too can use no-treatment control groups), except that units

are not randomly assigned to treatment or control conditions and often consist of intact

groups. Major developments in quasi-experimental methods include regression discontinuity

designs (T. D. Cook, 2007), in which units can be assigned to conditions based on need

using an assignment measure with a predetermined cut score to assign units to conditions

(for example, low-performing students receive the intervention, and high-performing students

do not), and interrupted time-series designs (Glass, Willson, & Gottman, 2008), both of

which—if executed correctly—are capable of producing credible evidence of cause-and-effect

relationships between an intervention and its outcomes.

Strengths

Controlled experiments have a number of advantages. They focus on results and not just on

intentions or judgments. They provide strong methods for establishing relatively unequivocal

causal relationships between treatment and outcome variables, something that can be especially

significant when program effects are small but important. Moreover, because of the prevalent

use and success of experiments in such fields as medicine and agriculture, the approach has

widespread credibility.

In general, the experimental method is one that can make important contributions to

program evaluation, as Nave, Miech, and Mosteller (2000) have demonstrated. However, as

they and others (Spybrook, 2008; Spybrook & Raudenbush, 2009) have found, evaluators of

educational and social programs rarely have executed sound and useful experiments, instead

having conducted underpowered studies, assessed poorly executed interventions, or failed to

recruit and retain all the units needed to validly assess treatment effects.

Weaknesses

The strengths of randomized experiments are offset by serious objections to experimenting on

students and other human subjects. It is often considered unethical or even illegal to deprive

control group members of the benefits of special funds for improving services. Likewise,

many parents do not want schools or other organizations to experiment on their children by

applying unproven interventions. Typically schools find it impractical and unreasonable to

randomly assign students to treatments and to hold treatments constant throughout the study

period. Furthermore, experimental studies provide amuch narrower range of information than

organizations often need to assess and strengthen their programs. On this point, experimental

studies tend to provide terminal information that is not useful for guiding the development

and improvement of programs and may in fact thwart ongoing modification of programs.



Trim size: 7in x 9.25inStufflebeam c06.tex V2 - 09/01/2014 11:12am Page 152

152 CHAPTER 6–QUASI-EVALUATION STUDIES

Approach 11: Cost Studies

Cost studies as applied to program evaluation involve a set of procedures used to estimate the

costs of a program and to determine and judge what these investments returned in objectives

achieved and broader social benefits.

Cost studies as commonly applied in program evaluation include cost-effectiveness,

cost-benefit, and cost-utility analysis (Levin & McEwan, 2001; Yates, 1996). Straightforward

documentation of a program’s costs can also be extremely valuable to outsiders who might be

interested in replicating a program, and documented costs are an essential precursor to the

other types of cost studies.

Advance Organizers

Advance organizers for cost studies are associated with cost breakdowns for program inputs,

outputs, and outcomes. Program input costs may be delineated by line item (personnel, travel,

materials, equipment, communication, facilities, contracted services, overhead, and so on);

program component; and year. Program outputs may be examined for immediate program

results (for example, numbers of proposals submitted by a research laboratory to funding

organizations or a precollege high school program’s number of graduates). Program outcomes

may be examined in terms of long-range benefits (for example, the number of proposals funded

or number of precollege high school program graduates subsequently entering and graduating

from a four-year college).

Purposes

The purposes of the main types of cost studies (that is, cost documentation as well as

cost-effectiveness, cost-benefit, and cost-utility analysis) are to gain clear knowledge of what

resources were invested, how they were invested, and with what immediate and long-term

effects and, typically, to compare program costs to the costs of an alternative or standard.

Sources of Questions

In popular vernacular, cost analyses are used to determine a program’s “bang for the buck.”

There is great interest in pursuing this line of inquiry. Policy boards, program planners, and

taxpayers are especially interested in knowing whether program investments are paying off

in terms of positive results that exceed or are at least as good as those produced by similar

programs.

Questions

Particular cost-related questions are

• What are the costs associated with program inputs and other ingredients?

• What is the monetary value of program outcomes?
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• What are pertinent computed cost ratios?

• How do the program’s computed cost ratios compare to those of similar programs?

• Ultimately what is a program’s level of productivity in economic terms?

Methods

Cost-effectiveness analysis may be done by itself. Such analysis involves comparing the relative

costs and outcomes or effects of two or more courses of action in nonmonetary units (for

example, tested math achievement as a measure of effectiveness). In all such analyses, time is

a critical consideration, as costs, benefits, effectiveness, and other similar matters may differ

over time.

In a cost-effectiveness ratio, the denominator is a unit of effectiveness (such as math

achievement), and the numerator is the monetary value of all resources consumed to produce

an outcome or effect, which can be expressed as

C

E

where C represents cost and E represents effectiveness. Cost-effectiveness analysis typically

includes examining twoormore programs’ costs and successes in achieving the sameobjectives.

A program could be judged superior on cost-effectiveness grounds if it had the same overall

costs as similar programs but better outcomes. Or a program could be judged superior on

cost-effectiveness grounds if it achieved the same objectives with fewer costs. Although cost-

effectiveness analyses do not require conversion of outcomes into monetary terms, outcomes

must be keyed to clear, measurable program objectives, and costs must account for inflation,

depreciation, discounting, and uncertainties (Levin & McEwan, 2001). Also, such analyses

cannot be used to assess the overall worth of a single intervention, and they are useful only for

comparing two or more alternatives against a predetermined standard. The single intervention

can, however, be compared to a predetermined standard or, formatively, examined to determine

if costs are decreasing over time relative to effectiveness.

Cost-benefit analyses are used to look at costs associated with main effects and side

effects, tangible and intangible outcomes, positive and negative outcomes, and short-term and

long-term outcomes—both inside and outside a program. Frequently they also may involve

breaking down costs by individual and by group of recipients. One may also estimate the costs

of forgone opportunities and, sometimes, political costs.

Cost-benefit analysis typically builds on a cost analysis of program inputs and a cost-

effectiveness analysis. The cost-benefit analysis is used to identify a broader range of outcomes

than just those associated with program objectives. The investigator examines the relationship

between the investment in a program and the extent of positive and negative impacts on the

program’s environment. In doing so, the investigator ascertains and places a monetary value

on program inputs and each identified outcome. He or she identifies a program’s benefit-cost

ratios and compares these to similar ratios for competing programs. Ultimately, cost-benefit



Trim size: 7in x 9.25inStufflebeam c06.tex V2 - 09/01/2014 11:12am Page 154

154 CHAPTER 6–QUASI-EVALUATION STUDIES

studies lead to conclusions about the comparative benefits and costs of a program expressed

as the ratio of benefits to costs:
B

C

where B is the number of monetary units of benefit for each unit of cost, C. If the benefit-cost

ratio is greater than 1.00, it implies that benefits outweigh costs. Many types of program

benefits, such as increases in family cohesion or a reduction in prejudice, are difficult to express

in terms of monetary value, whereas others, such as reduced reliance on public assistance or

increases in earnings associated with educational attainment, are more easily translated into

monetary units.

In cost-utility analysis, various attributes of utility associated with different benefits are

weighted according to stakeholder preferences using multiattribute utility theory, the direct

method, or other decision theory approaches. After obtaining utility estimates for each

alternative and its estimated cost, each cost estimate is divided to obtain a cost-utility ratio

C

U

whereC represents the cost of each alternative andU represents its utility. The cost-utility ratios

of the alternatives are rank-ordered from smallest to largest, with the smallest ratios indicating

the alternatives that provide a given amount of utility at the lowest cost (Levin & McEwan,

2001). In cost-utility studies, utility is typically expressed as the preference for particular

outcomes relative to others. For example, parents may believe that reading achievement is

a more important outcome than math achievement and that therefore it should carry more

weight in determining an educational program’s cost-utility ratio.

Another type of cost study sometimes used for program evaluation purposes involves

determining return on investment (Phillips, 2003), which can be expressed as

Net program benefits

Program costs
× 100

where net program benefits are the program benefits minus costs, with return on investment

expressed as a percentage of a program’s costs (the investment). Put another way, return on

investment is the extent to which the benefits (outcomes) of a program exceed its costs (inputs).

Such analyses are frequently used in corporate settings to estimate the benefits of training and

other activities, such as increases in product sales or improved employee productivity.

Pioneers

Basically, the different types of cost studies have been developed by professionals in the fields

of economics and financial accounting. Henry Levin has been a leading figure in bringing the

methodology of cost analysis approaches to the evaluation field. Authoritative information on

cost study approaches may be obtained by studying the writings of Kee (1995); H. M. Levin

(1983; Levin & McEwan, 2001); Tsang (1997); and Yates (1996). In addition, Persaud (2007)

has developed a useful checklist for cost analysis in program evaluation.
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Use Considerations

Cost studies are potentially important in most program evaluations. Evaluators are advised

to discuss this matter thoroughly with their clients, reach appropriate advance agreements

on what should and can be done to obtain the needed cost information, and undertake

as much cost-effectiveness, cost-benefit, and cost-utility analysis as can be done well and

within reasonable costs. Because the requirements of such studies exceed the training of

many evaluators, it is often necessary to team with or obtain assistance from experts in cost

accounting, auditing, or economics. Even so, the basic requirements of cost analysis are easily

learned and applied.

Strengths

The main strengths of cost studies reside in their explicit standards and methods that have

been rigorously developed over the years in the fields of cost accounting and economics.

Further strengths can be discerned by studying how economists such as Levin have applied

cost analysis methodology to actual program evaluations.

Weaknesses

Documentation and analysis of costs are important but problematic considerations in program

evaluations. For most evaluations, evaluators should at a minimum document the costs

of program inputs and maintain a financial history of program expenditures. The main

impediment is that program authorities often do not want anyone other than the appropriate

accountants and auditors looking into their financial books. If a program’s costs are to be

studied, this must be provided for clearly in the initial contractual agreement covering the

evaluation work. Performing a cost analysis can be feasible if the client formally sanctions the

collection, analysis, and reporting of program costs; if there are clear, measurable program

objectives; and if comparable cost information can be obtained from competing programs.

Unfortunately, it is usually hard to meet all of these conditions. Even more unfortunate

is the fact that it is usually impractical to conduct a thorough cost-benefit analysis or cost-

utility analysis. For one thing, such analyses must meet all the conditions of documentation of

program costs and cost-effectiveness analysis.What ismore, the evaluatormust placemonetary

value on identified outcomes—anticipated and unexpected, short range and long range (in

the case of cost-benefit analysis)—and, in the case of cost-utility analysis, obtain and analyze

stakeholders’ assignment of utility weights to different identified benefits. In many cases, the

real value of benefits associated with human creativity or self-actualization is nearly impossible

to estimate.

Approach 12: Connoisseurship and Criticism

The connoisseurship and criticism approach grew out of methods used in art criticism and

literary criticism (Dewey, 1934), as well as those used to evaluate food, wine, and music

(Stingley, 2010). It assumes that certain experts in a given substantive area are capable of
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in-depth analysis and evaluation that could not be done in other ways. For example, a national

survey of wine drinkers could produce information concerning their overall preferences for

types of wine and particular vineyards, but it would not provide the detailed, creditable

judgments of the qualities of particular wines that might be derived from a single connoisseur

who has devoted a professional lifetime to the study and grading of wines and whose judgments

are detailed and highly and widely respected.

In this type of study, an investigator with deep knowledge and experience in the realm

of inquiry is the evaluation instrument. As Eisner (1998) noted, the word connoisseurship

means “knowing.” It involves the ability to see, not merely to look. To do this, he argued, one

has to develop the ability to name and appreciate the different dimensions of situations and

experiences, and the way they relate to one another. Connoisseurs have to be able to draw on,

and make use of, a wide array of both experiences and information. They also have to be able

to place their experiences and understandings in a wider context, and connect them with their

personal values and commitments. Connoisseurship is something that needs to be worked

at—but it is not a technical exercise. The bringing together of different elements into a whole

involves artistry.

Eisner (1985) asserted, however, that educators need to become something more than

connoisseurs—they need to become critics:

If connoisseurship is the art of appreciation, criticism is the art of disclosure. Criticism, as

Deweypointedout inArtasExperience,has at its end the re-educationofperception . . . The

task of the critic is to help us to see . . . [and] connoisseurship provides criticism with its

subject matter. Connoisseurship is private, but criticism is public. Connoisseurs simply

need to appreciate what they encounter. Critics, however, must render these qualities vivid

by the artful use of critical disclosure. (pp. 92–93)

Advance Organizers

The advance organizers for a studybasedon connoisseurship and conveyance of criticism-based

descriptions and judgments are an evaluator’s special expertise, sensitivities, tacit knowledge,

and refined capability to portray and communicate.

Purposes

Such a study’s purpose is to describe, critically appraise, and illuminate a particular program’s

characteristics, strengths, and weaknesses.

Sources of Questions

Evaluation questions addressed by connoisseurship and criticism evaluations are determined

by expert evaluators—critics and authorities who have undertaken the evaluation.
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Questions

Among the major questions the connoisseur-critic evaluator can be expected to ask are these:

What are a program’s essence and salient characteristics?Whatmerits and demerits distinguish

a particular program from others of the same general kind?

Methods

The methodology of connoisseurship and criticism includes the critic’s systematic use of his or

her perceptual sensitivities, past experiences, refined insights, and ability to communicate his

or her assessments. In some areas of evaluation practice this approach is referred to as sensory

evaluation (Barrett, 2011). An evaluator’s judgments are conveyed in vivid terms to help the

audience appreciate and understand all of the program’s nuances.

Pioneers

Elliott Eisner (1975, 1983, 1985, 1998, 2004) pioneered this strategy in education. A dozen or

more of Eisner’s students have conducted research and development on the connoisseurship

and criticism approach, including Vallance (1973) and Flinders (Flinders & Eisner, 2000).

Use Considerations

This approach obviously depends on the chosen expert’s qualifications. It also requires an

audience that has confidence in, and is willing to accept and use a report from, an evaluator

who employs an approach based on connoisseurship and criticism.

Strengths

The main advantage of an effectively conducted connoisseurship and criticism study is that it

exploits the particular expertise and finely developed insights of a specialist who has devoted

much time and effort to the study of a precise area. Such an individual can provide an array

of detailed information that an audience can then use to form a more insightful analysis than

otherwise might be possible.

Weaknesses

The approach’s disadvantage is that it is dependent on the expertise and qualifications of the

particular expert doing the evaluation, leaving room formuch subjectivity. It can be difficult for

a program’s stakeholders to agree on the one or few connoisseur-critic evaluators they would

all trust to deliver an acceptable evaluation. After the report has been delivered, its possibly

controversial message may be rejected on the grounds that it was not objectively determined

and delivered. Thus, this approach may be highly subject to political attack.
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Approach 13: Theory-Based Evaluation

Program evaluations based on a program theory often begin with either (1) a well-developed

and validated theory of how programs of a certain type within similar settings operate to

produce outcomes, or (2) an initial stage to approximate such a theory within the context of a

particular program evaluation. The former condition is much more reflective of the implicit

promises inherent in a theory-based evaluation, because the existence of a sound theory means

that a substantial body of theoretical development has produced and tested a coherent set

of conceptual, hypothetical, and pragmatic principles, as well as associated instruments to

guide inquiry. The theory can then help a program evaluator decide what questions; indicators

(that is, manifest variables); and linkages (assumed to be causal) between and among program

elements should be used to evaluate a program covered by the theory. Often, such a theory is

presented in the form of a linear model of how a program is anticipated to produce a certain

effect (see Figure 6.5).

Given recent criticisms of the linear program theory model, some systems theorists (for

example, Morell, 2010; Patton, 2010; Williams & Imam, 2007) have argued that nonlinear,

ecological, open, adaptive, and complex theories of a program often are more appropriate

approximations of true program theories and are more consistent with reality than linear theo-

ries (see Figure 6.6). Even so, and although theory-driven and systems theories and approaches

to evaluation have long been advocated, we do not recommend their use as frameworks for

comprehensive evaluation. These two theory-oriented approaches lack sufficient validation for

use in program evaluation; both are short on well-developed and tested methods; and even the

distinction between them is unclear (also see Scriven, 2005e).

Some theories have been usedmore or less successfully to evaluate programs, and this gives

the approach some measure of viability. For example, health education and behavior change

programs are sometimes founded on theoretical frameworks, such as the health belief model

(Becker, 1974; Janz & Becker, 1984; Mullen, Hersey, & Iverson, 1987). Other examples are

the PRECEDE-PROCEED model for health promotion planning and evaluation (Green & Kreuter,

1991); Bandura’s social cognitive theory (1977); the “stages of change” theory of Prochaska

and DiClemente (1992); and Peters andWaterman’s theory (1982) of successful organizations.

When such frameworks exist, their use probably can enhance a program’s effectiveness

and provide a credible structure for evaluating a program’s functioning. Unfortunately, few

program areas are buttressed by well-articulated and tested theories, and alternative theories

Inputs Activities

Program Process Theory Program Impact Theory

Outputs
Initial

Outcomes

Intermediate

Outcomes

Long-Term

Outcomes

Figure 6.5 Linear Program Theory Model

Source: Donaldson, S. I. (2007). Program theory–driven evaluation science. Mahwah, NJ: Lawrence Erlbaum Associates, 25.
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Figure 6.6 Nonlinear Program Theory Model

Source: Chen, H. T. (2005). Practical program evaluation: Assessing and improving planning, implementation, and effectiveness. Thousand Oaks, CA: Sage, 31.

(whether derived from formal theories or from program stakeholders) are not frequently tested

(Coryn, 2009; Coryn, Noakes, Westine, & Schröter, 2011).

In most theory-based evaluations, the evaluator begins by setting out to develop a

theory (typically in the form of a logic model or similar conceptualization) that appropriately

could be used to guide a particular program evaluation. As will be discussed later in this

characterization, linking theory development efforts to program evaluations is problematic

and potentially counterproductive. In any case, let us look at how the evaluator incorporates

theory into the planning and conduct of program evaluations.

Advance Organizers

The point of a theory development or selection effort is to identify advance organizers (for

example, in the form of a measurement model) to guide the evaluation’s collection and analysis

of information. Essentially, advance organizers are themechanisms bywhich program activities
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are understood to produce or contribute to program outcomes, along with the appropriate

description of context, specification of independent and dependent variables, and portrayal of

key linkages.

Purposes

The main purposes of a theory-based evaluation of a program are to determine the extent to

which the program of interest is theoretically sound, to understand why it is succeeding or

failing, and to provide direction for program improvement (Rogers, 2000).

In summing up and reporting on a theory-based evaluation, the evaluator seeks to

present conclusions, pro or con, on the program’s theoretical soundness, its operation in

accordance with an appropriate theory, its production of expected outcomes, its confirmation

of hypothesized causal linkages, its execution as planned, any modifications in aims or

procedures, and its worthiness for continuation and/or dissemination.

Sources of Questions

Questions for theory-based evaluations pertain to and are derived from the guiding theory.

Questions

Example study questions include the following:

• Is the program grounded in an appropriate, well-articulated, and validated theory?

• Is the employed theory reflective of sound research?

• Are the program’s targeted recipients, design, operation, and intended outcomes consistent

with the guiding theory?

• Howwell does the program address and serve the targeted recipients’ full range of pertinent

needs?

• If the program is consistent with the guiding theory, are the expected results being

achieved?

• Are program inputs and operations producing outcomes in the ways the theory predicts?

• What changes in the program’s design or implementationmight produce better outcomes?

• What elements of the program are essential for successful replication?

The nature of these questions suggests that the success of the theory-based approach

is dependent on a foundation of sound theory development and validation. This, of course,

entails sound conceptualization of at least a context-dependent theory, formulation and

rigorous testing of hypotheses derived from the theory, development of guidelines for practical

implementation of the theory based on extensive field trials, development of valid instruments

for assessing key aspects of the theory, and independent assessment of the theory.
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Methods

The main element of a theory-based evaluation of a program typically is a model of the

program’s logic (Funnel & Rogers, 2011). This may be a detailed flowchart of how inputs

are thought to produce intended outcomes, as previously shown in Figures 6.5 and 6.6. The

foundational element may also be a grounded theory, such as those advocated by B. G.

Glaser and Strauss (1967). The analysis involved in the flowchart approach is typically an

armchair theorizing process involving evaluators and persons who are supposed to know

how the program is expected to operate and produce results (in other words, leading to a

stakeholder model of the program theory). They discuss, scheme, discuss some more, discuss

further, and finally produce networks in varying degrees of detail of what is involved in making

the program work and how the various elements are linked to produce desired outcomes.

The more demanding grounded theory approach requires a systematic, empirical process

of observing events or analyzing materials drawn from operating programs, followed by an

extensive modeling process—in other words, observation of the program in operation (Coryn,

Noakes, et al., 2011).

Such an approach using grounded theory is reminiscent of the intermittent theorizing and

testing process that Wilbur and Orville Wright painstakingly employed, over a period of years

in their bicycle shop and at Kitty Hawk, to ultimately develop and demonstrate—after much

trial and error—the first successful flyingmachine. In retrospect, onemight see the key advance

organizers of their effort as a homemade wind tunnel; wing, propeller, and engine designs;

proper fabric; controls; and the landing apparatus. Even today, aeronautical engineers credit

the Wright brothers’ calculations, detailed notes, and planes as the basis for much of current

theory that guides development and testing of modern air machines.We cite this example both

to highlight the value of sound theories for use in guiding evaluations and to stress that the

demands of sound theory development far exceed the time, resources, and expertise available

to evaluators in most program evaluations.

Pioneers

Pioneers in applying theory development or theory selection to program evaluation include B.

G. Glaser and Strauss (1967) and Weiss (1972, 1995, 1997a, 1997b, 1998, 2000, 2004a, 2004b).

Other developers of the approach include Bickman (1987, 1996); Chen (1989, 1990, 1994,

2005); Donaldson (2007); Rossi (Chen & Rossi, 1983, 1987, 1992); and Rogers (2000; Funnel &

Rogers, 2011).

Use Considerations

In their systematic review of theory-driven evaluation practice, Coryn, Noakes, et al. (2011)

found that few practitioners who claimed to be using a theory-driven evaluation approach

actually applied all of the core principles and subprinciples of theory-based evaluation (see

Exhibit 6.1). In fact, a majority of practitioners applied fewer than half of the theory-based

evaluation approach’s principles in practice.
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Exhibit 6.1 CORE PRINCIPLES AND SUBPRINCIPLES OF THEORY-DRIVEN

EVALUATION

1. Theory-driven evaluations/evaluators should formulate a plausible program theory

a. Formulate program theory from existing theory and research (e.g., social science theory)

b. Formulate program theory from implicit theory (e.g., stakeholder theory)

c. Formulate program theory from observation of the program in operation/exploratory

research (e.g., emergent theory)

d. Formulate program theory from a combination of any of the above (i.e., mixed/integrated

theory)

2. Theory-driven evaluations/evaluators should formulate and prioritize evaluation questions

around a program theory

a. Formulate evaluation questions around program theory

b. Prioritize evaluation questions

3. Program theory should be used to guide planning, design, and execution of the evaluation

under consideration of relevant contingencies

a. Design, plan, and conduct evaluation around a plausible program theory

b. Design, plan, and conduct evaluation considering relevant contingencies (e.g., time,

budget, use)

c. Determine whether evaluation is to be tailored (i.e., only part of the program theory) or

comprehensive

4. Theory-driven evaluations/evaluators should measure constructs postulated in program

theory

a. Measure process constructs postulated in program theory

b. Measure outcome constructs postulated in program theory

c. Measure contextual constructs postulated in program theory

5. Theory-driven evaluations/evaluators should identify breakdowns and side effects, deter-

mine program effectiveness (or efficacy), and explain cause-and-effect associations between

theoretical constructs

a. Identify breakdowns, if they exist (e.g., poor implementation, unsuitable context, theory

failure)

b. Identify anticipated (and unanticipated), unintended outcomes (both positive and

negative) not postulated by program theory

c. Describe cause-and-effect associations between theoretical constructs (i.e., causal

description)

d. Explain cause-and-effect associations between theoretical constructs (i.e., causal expla-

nation)

i. Explain differences in direction and/or strength of relationship between program and

outcomes attributable to moderating factors/variables
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ii. Explain the extent to which one construct (e.g., intermediate outcome) accounts

for/mediates the relationship between other constructs

Source: Coryn, C.L.S., Noakes, L. A., Westine, C. D., & Schröter, D. C. (2011). A systematic review of theory-driven

evaluation practice from 1990 to 2009. American Journal of Evaluation, 32, 205.

Strengths

In any program evaluation assignment, it is reasonable for the evaluator to examine the extent

to which program plans and operations are grounded in an appropriate theory or model. It can

also be useful to engage in a modicum of effort to network the program and thereby seek out

key variables and linkages. Modest attempts to create program models—labeled as such—can

be useful for identifying measurement variables, so long as the evaluator does not spend too

much time on this, and so long as a model is not considered to be a fixed or validated theory.

Fortunately, the published methods of evaluation provide clear, useful direction for developing

logic models and other schemes for representing and analyzing the interplay and timing of a

program’s procedures, milestones, and intended outcomes. In the enviable but rare situation

where a relevant, validated theory exists, an evaluator can beneficially apply it in structuring

the evaluation and analyzing findings.

Weaknesses

If a relevant, defensible theory of the program’s logic does not exist, evaluators need not develop

one. In fact, if they attempt to do so, they will incur many threats to the evaluation’s success.

Rather than evaluating a program and its underlying logic, evaluators might usurp the program

staff’s responsibility for program design. They might do a poor job of theory development,

given limitations on time and resources to develop and test an appropriate theory. They might

incur the conflict of interest associated with having to evaluate the theory they developed. They

might pass off an unvalidated model of the program as a theory, when it meets almost none

of the requirements of a sound theory. They might bog down the evaluation by expending

too much effort to develop a theory. They might also focus attention on a theory developed

early in a program and later discover that the program has evolved to be a quite different

enterprise from what was theorized at the outset, in which case the initial theory could become

a procrustean bed for both the program and the program evaluation.

Unfortunately, not many program areas in education and the social sciences are grounded

in sound theories. Moreover, evaluators wanting to employ a theory-based evaluation do

not often find it feasible to wait for the program staff to conduct the full range of theory

development and validation steps before proceeding with the evaluation and still get the

evaluation done effectively, on time, and within budget. Thus, in proposing to conduct

a theory-based evaluation, evaluators often seem to promise much more than they can

deliver. Overall, there is not much to recommend theory-driven program evaluation because
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few validated theories exist for use in evaluating programs, doing theory-driven evaluation

correctly is usually not feasible, the evaluator is not the right party to develop a desired

program theory, and failed or misrepresented theory-driven evaluation attempts can be highly

counterproductive.

Approach 14: Meta-Analysis

Research reviews, research syntheses, and meta-analysis are approaches whereby evaluators

synthesize and draw conclusions from information provided by a set of similar studies. Such

approaches are premised on the assumption that although individual studies provide only

limited information about an intervention’s effectiveness, each can contribute to a larger

knowledge base of information on the intervention’s effectiveness.

Examples of research reviews are the literature reviews found in doctoral dissertations,

wherein the doctoral student identifies, summarizes, and analyzes previous studies that

addressed questions akin to those being investigated in the dissertation. Here the student seeks

to learn and convey not only the range and central tendencies of outcomes reported across these

studies but also the range and attributes of needs and problems studied and the inquirymethods

that were employed. Similarly, research syntheses involve compiling and analyzing research

findings from all relevant studies to address particular questions. For example, a synthesis panel

of expert cardiologists might collect, summarize, and analyze studies of medical practices, such

as the use of angiography to diagnose cardiovascular disorders. The panel might subsequently

issue a best practices report on the use of this procedure. In conducting a meta-analysis,

an investigator states a hypothesis about the relative merits of certain alternative treatment

conditions, collects reports of studies in which the treatment conditions of interest have been

experimentally compared, aggregates the reported outcomes for the treatment and comparison

groups, and conducts appropriate statistical tests to determine the significance of differences

between aggregated treatment group outcomes and aggregated comparison group outcomes.

The investigator concentrates almost exclusively on measures of intended outcomes, but may

also look for pervasive patterns of side effects. The remainder of this section is focused on our

characterization and assessment of the meta-analysis approach.

Purposes

Fundamentally, the purpose of a meta-analysis is to collect, summarize, analyze, and draw

conclusions about an intervention’s effects, as discernible from multiple credible studies of

the intervention. Meta-analyses are employed to aggregate and assess overall results from

multiple comparative, experimental studies. The selected studies may include both true

randomized, comparative experiments and nonrandomized quasi-experiments. The principal

ideology underlying meta-analysis (and other data synthesis approaches) is that an evaluation

should not necessarily be viewed in isolation, but rather may be investigated as one of a set

of tests of a program or intervention to explore collective results across variations in persons,

treatments, outcomes, contexts, and other variables (Chalmers, 2007).
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Borenstein, Hedges, Higgins, and Rothstein (2009) noted in the preface to their book,

Introduction to Meta-Analysis, that meta-analysis studies can be, and often are, an ethical

imperative for determining whether a treatment or intervention is safe and effective. They

pointed out that through meta-analyses, long-accepted practices, such as Benjamin Spock’s

published advice to have babies sleep on their stomach, have been shown through compilations

and analysis of relevant evidence to be harmful and in many instances fatal. As is now well

established through summarization and assessment of actuarial data, the practice of having

babies sleep on their stomach has been found to be strongly associated with a large number of

crib deaths.

Advance Organizers

Advance organizers of meta-analyses are

• A sufficient number of studies of similar treatments or programs to permit a reliable and

valid synthesis

• Important policy-oriented questions that can be addressed through analysis of findings

from the set of studies

• Comparable, defensible outcome data from all studies in the set

• Defensible data collection and analysis designs that guided all studies in the set

• Relevant unpublished reports as well as published reports (to militate against publisher

bias associated with publishing studies showing significant differences)

• A sound meta-analysis design for summarizing outcome data, computing effect sizes,

analyzing the statistical significance of differences between aggregated experimental and

comparison group outcomes, and gauging the practical significance of any observed

differences between experimental and comparison group outcomes

Sources of Questions

Increasingly, policy groups have advocated the conduct of studies employing meta-analysis,

seeing such studies as a vital source of information for making informed policy and practice

decisions (for example, Cooper, 2010; Cooper, Hedges, & Valentine, 2009; Hunter & Schmidt,

2004; Lipsey &Wilson, 2001).

Questions

The fundamental questions that policy groups hope meta-analysis studies will help answer are

• What is the average effect of a given intervention across a set of studies that were

completed to determine the intervention’s effects compared to those of some other

treatment condition?

• How significant in both statistical and practical terms are any observed differences between

average effects of the different treatment conditions?
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Methods

An evaluator taking a meta-analysis approach employs statistical methods for integrating

results from multiple studies of similar programs or interventions and determining the

statistical significance of differences between aggregated treatment outcomes and aggregated

control group outcomes. In a meta-analysis, the unit of analysis is research reports rather than

subjects (such as people).

Ahypothetical example of results derived froma typicalmeta-analysis is shown inFigure 6.7

(although such studies often include analysis of one or more moderator variables—that is,

factors or variables over which treatment effects may vary, such as gender, study design,

treatment dosage, or variation in program implementation). In the example, the question

addressed simply is whether a high dose (the experimental condition) or standard dose (the

control condition) of statins reduces the risk of death due to myocardial infarction. In the

figure, each study’s effect size is represented as a risk ratio. A risk ratio of 1.00 represents

no difference between two treatments (high dose and low dose)—that is, an equal 1:1 risk.

A risk ratio less than 1.00 represents an effect favoring the high-dose treatment—that is, a

reduced risk of death—and is denoted as a square. The square’s relative size indicates the

study’s weight in the computation of the weighted average, or summary, effect size (denoted by

a diamond). The diamond represents the bottom-line synthesis of study results. The horizontal

line running through each study’s estimated effect size represents each study’s precision (that

is, sampling error) in the form of a 95 percent confidence interval. Less precise studies (such as

Study

Name

Study 1 

Study 2 

Study 3 

Study 4 

Summary

Risk

Ratio

0.84 13%

19%

31%

37%

100%

0.86

0.80

0.89

0.85

Relative

Weight

Risk Ratio and

95% Confidence Interval

1.00 1.250.80

Favors High Dose Favors Low Dose

p value

0.106

0.096

0.002

0.069

0.000

Figure 6.7 Hypothetical Meta-Analysis Forest Plot

Source: Adapted from Borenstein, M., Hedges, L. V., Higgins, J.P.T., & Rothstein, H. R. (2009). Introduction to meta-analysis. Chichester, West Sussex, UK: Wiley.
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Study 1) carry less weight in the summary effect than more precise studies (such as Study 4) in

random-effects models. The 95 percent confidence interval—or precision—for the summary

effect, accounting for the variability of each individual study, is reflected in the width of the

diamond (in the example shown in Figure 6.7, extending from 0.79 to 0.92), which is an estimate

of the intervention’s true effect.

In general, as indicated by the diamond, the data summarized in this chart indicate that

high-dose statins proved substantially better than low-dose statins in reducing the risk of

death from a heart attack. All four studies supported this finding. Only Study 1 had a possibly

worrisome level of measurement error as indicated by its wide confidence interval and p value

of 0.106. However, as shown in the chart by the relative smallness of the box representing

Study 1 and its 13 percent contribution to the overall effect size, this study had little influence

on the determination of the bottom-line effect size and interpretation.

Pioneers

The origins of the meta-analysis approach can be traced back over one hundred years (for

example, to Pearson’s review (1904) of evidence on typhoid vaccines). In 1976, Glass introduced

his rendition of the meta-analysis procedure. Glass’s seminal contribution spawned extensive

development, adaptation, and application of the methodology of meta-analysis.

Use Considerations

There have emerged very useful sources of research findings that can be used in meta-analysis

studies. In recent years numerous evidence-based research repositories, such as the Cochrane

Collaboration, Campbell Collaboration, andWhatWorks Clearinghouse, among many others,

have surfaced to provide cumulative evidence on what works and what does not across an

increasingly diverse set of programs and interventions in health and medicine, education, and

nearly all formsof humanand social services (Coryn,Tarsilla,&Hobson, 2010). Presently, nearly

all federally funded and non–federally funded research repositories rely almost exclusively on

the results of meta-analyses as the primary evidentiary basis for informing “best” policies and

“best” practices.

Bias in meta-analysis studies may be present when included studies are overly reflective of

studies that found significant differences between outcomes for treatment and control groups.

Such bias can result from including only published reports, because journals often do not

report studies that found no significant differences. One means of reducing the likelihood of

such publication bias is to include data from both published and unpublished reports.

Strengths

Meta-analysis studies clearly have legitimate uses within the sphere of sound evaluation

services. Investigators exploit the potential lessons from completed studies in a given terrain by

carefully selecting similar studies, aggregating their outcome data, and determining whether a

treatment condition repeated across many studies produced better results than an alternative
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treatment. Meta-analysis studies clearly have proved their value in addressing important policy

questions. Moreover, the developers of the meta-analysis approach have contributed rigorous

methods for applying the approach.Many investigators have found thesemethods to be feasible

for effective application. Meta-analysis rates high on feasibility because investigators focus on

variables that have been measured well in a set of juried studies, because proponents of the

approach stress the need to meet standards of technical quality, because investigators examine

important though narrow questions, and because there are many audiences for such focused

studies.

Weaknesses

The meta-analysis approach mainly is limited by a singular focus on program outcomes rather

than on a comprehensive assessment of all important dimensions of a program’s merit and

worth. Also, its scope is limited to the data that have been gathered in past studies. Another

limitation is that the approach is not responsive to a program’s evaluation needs during

the program’s execution. As with other quasi-evaluation approaches, meta-analysis must not

be represented as a procedure for fully evaluating a program’s value. Although measured

outcomes are a vital part of comprehensive program evaluation, there are many other variables

that must be examined in the course of fully assessing a program’s merit and worth. Clearly,

meta-analyses are useful in their own right, and such studies can also be included as a valuable

component of larger, comprehensive program evaluations.

Summary

This chapter has

• Identified a class of quasi-evaluation approaches, including objectives-based studies, the

Success Case Method, value-added assessment, experimental and quasi-experimental

studies, cost studies, connoisseurship and criticism, theory-based evaluation, and meta-

analysis

• Explained that some approaches are labeled as quasi-evaluation because typically they

guide studies that are valuable in the focused evaluative feedback they yield but that

typically are too narrow to meet the requirements of a comprehensive assessment of a

program’s merit and worth

• Identified functions, strengths, and weaknesses of quasi-evaluation approaches

• Identified, characterized, and assessed a sample of quasi-evaluation approaches

Quasi-evaluation approaches are highly valuable to evaluation clients in effectively address-

ing selected, specific questions and producing timely, focused reports. Studies based on these

approaches are unlikely, however, to fully address an evaluation’s fundamental requirement to

assess a program’s merit and worth.
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The main caution is that narrow-scope, quasi-evaluation studies should not be uncritically

equated with evaluations that fully assess an evaluand’s merit and worth. That said, it is in

every evaluator’s best interest to develop functional levels of understanding of the approaches

reviewed in this chapter, including their functions, strengths, and weaknesses. Working

knowledge of these approaches can only enhance an evaluator’s repertoire and ability to

respond usefully and appropriately to requests for different types and levels of evaluation

services. It is clear that clients often request certain narrow evaluation services that legitimately

may be delivered using an appropriate quasi-evaluation approach.

REVIEWQUESTIONS

1. Respond to the charge that a quasi-evaluation often but not always is too narrow to be

considered as a comprehensive assessment of a program’s merit and worth.

2. Write a definition for each of the following evaluation approaches:

a. Objectives-based evaluation

b. Outcome evaluation as value-added assessment

c. Connoisseurship and criticism

d. The Success Case Method

e. Meta-analysis

Check your definitions against those provided in the glossary at the back of this book.

3. In designing an experimental study to compare the effectiveness of a hospital’s three

new neighborhood-based urgent care centers with that of its long-standing centralized

emergency room, what would you include as advance organizers for the study?

4. Suppose that (a) an elementary school’s After-School Study and Tutoring Program (ASSTP) is

receiving criticism from school board members for being too costly and not really essential,

and (b) you have accepted the ASSTP parent advisory board’s request that you perform a

Success Case Method study as a means of possibly preventing the program’s termination.

List examples of questions you probably would need to address in conducting the study.

5. In explaining the theory-based approach to a potential evaluation client, what would you

list as (a) this approach’s strengths and weaknesses, and (b) the prerequisites for applying

it successfully?

6. Those subjected to outcome evaluation as value-added assessment have often raised

objections to its use. What are the main objections? In the face of such objections, what

might you cite as the approach’s offsetting strengths and the reasons for its continued use?

Also, what would you list as the necessary preconditions for applying the approach?

7. Identify some program with which you are familiar—such as a school’s cafeteria food service

program—and assume you have agreed to evaluate the program’s cost-effectiveness. Then

(a) state a feasible purpose for this study, (b) list needed advance organizers for the study,
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(c) list potential sources of cost-related questions, (d) list example questions for the study,

(e) summarize the procedures you would apply, and (f) in general terms, outline the report

you would produce.

8. If a program evaluation is to be theoretically based, (a) What are the two (alternative) begin-

ning conditions? and (b) What are the advantages and disadvantages of each of these

beginning conditions?

9. Identify a program or practice—such as a school district’s use of mandatory busing of

students to fully integrate all of the district’s schools—that you see as amenable to meta-

analysis. Then (a) state a purpose for this study; (b) list pertinent advance organizers for the

study; (c) list potential sources of questions that would guide the study; (d) list example

questions for the study; (e) summarize the data collection and analysis procedures you

would apply; (f) in general terms, outline the report you would produce; and (g) list what

you see as the primary advantages and disadvantages of meta-analysis as an approach for

evaluating the program.

10. What are the similarities and differences between the cost documentation, cost-

effectiveness analysis, cost-benefit analysis, and cost-utility analysis approaches?

Group Exercises

This has been a lengthy chapter containing considerable information about the nature of eight

quasi-evaluation approaches, all of which often are too narrow to fully assess a program’s

merit and worth. Nevertheless, most are commonly used, which is unlikely to change. We

hope that your discussions will sharpen your views about some of the salient features of these

quasi-evaluation approaches.

Exercise 1

Appoint a member of your group to chair this exercise. Divide the group into sections 1 and 2.

Each individual in section 1 selects a different quasi-evaluation approach and states opinions,

for all to hear, as to why it is useful to organizations willing to accept it. Members of section 2

listen to and take notes on the oral reports from members of the first section. Members of

section 2 then outline perceived weaknesses of each reviewed approach. Subsequently, the

chair leads a discussion of the strengths, weaknesses, and potential utility of the reviewed quasi-

evaluation approaches. (The session chair will need to be a stern adjudicator in controlling this

discussion!)

Exercise 2

Divide your group into four subgroups. Each subgroup should discuss andpass judgment onone

of the following statements concernedwith the theory-based approach, such that all statements
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are addressed. Then convene the entire group and have one member of each subgroup give a

five-minute report of his or her subgroup’s reactions to the assigned statement. After all four

reports have been presented, discuss as a whole group themerits of the theory-based approach.

Following are the four statements to be examined and discussed:

a. Sound theory-based evaluations of programs are seldom feasible, because few vali-

dated program theories are readily available and applicable to given program evaluation

assignments.

b. Conducting theory development in the course of planning a program evaluation carries

such hazards as producing a poor theory, sapping evaluation resources for the theory

development effort, impeding the program evaluation’s progress, and putting the evaluator

in the compromising position of having to evaluate the theory he or she developed.

c. In contracting for a program evaluation, the client should provide a long enough timeline

and sufficient resources to permit the evaluator to develop and validate a sound, relevant

theory before proceeding with the needed data collection and analysis stages. Sound

evaluations aren’t easy or cheap, and the client should take the long view and be ready to

invest whatever resources and time are required to reach sound evaluative conclusions.

d. The client need not worry about the evaluator’s conflict of interest in evaluating the theory

he or she developed, because evaluation is inevitably a subjective process anyway.

Exercise 3

Discuss the pros and cons of using the value-added assessment approach to evaluate teachers.

Note

1. The quasi-evaluation approach labeled “case study evaluation” is not summarized and analyzed in

this chapter, but it is defined extensively in Chapter 12.
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CHAPTER 7

IMPROVEMENT- AND

ACCOUNTABILITY-ORIENTED

EVALUATION APPROACHES

LEARNING OBJECTIVES

In this chapter you will learn about the

following:

• The definition and functions of

improvement- and accountability-

oriented evaluation approaches

• The general strengths and weaknesses

of such evaluation approaches

• The identity and developers of three

specific improvement- and

accountability-oriented approaches:

decision- and accountability-oriented

studies, consumer-oriented studies,

and accreditation and certification1

• Key characteristics, strengths, and

weaknesses of each of the three

approaches

• Key considerations in applying each of

the three approaches

Improvement- and Accountability-
Oriented Evaluation Defined

This chapter summarizes three approaches whose propo-

nents stress the need to fully assess a program’s value.

The approaches are decision- and accountability-oriented

studies, consumer-oriented studies, and accreditation and

certification.

These approaches are expansive and ideally compre-

hensive in considering the full range of questions and cri-

teria needed to assess a program in terms of merit, worth,

impact, probity, importance, feasibility, cost, safety, equity,

and other factors. These approaches often incorporate the

assessed needs of a program’s stakeholders as the founda-

tional criteria for assessing a program’s worth and, in gen-

eral, are grounded in principles of democracy. In addition,

evaluators employing these approaches usually reference

all of the pertinent technical and economic criteria for

judging the merit or quality of program plans and oper-

ations. Improvement- and accountability-oriented eva-

luations also look for all relevant outcomes, not just those

keyed to program objectives. Thus, improvement- and

accountability-oriented evaluations may have an enlight-

ening orientation. Usually such evaluations are objectivist

and assume an underlying reality in seeking definitive,

unequivocal answers to evaluation questions. They use

multiple qualitative and quantitative assessment methods

to provide cross-checks on findings.
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Functions of Improvement- and Accountability-Oriented
Approaches

The main functions of the three approaches, respectively, are to (1) foster improvement and

accountability through informing and assessing program decisions; (2) assist consumers in

making wise choices among optional programs, products, and services; and (3) help accrediting

associations certify meritorious institutions, programs, and personnel for service to clients,

customers, beneficiaries, and others.

General Strengths andWeaknesses of Decision- and
Accountability-Oriented Approaches

In general, the decision- and accountability-oriented approaches discussed in this chapter

conform closely to this book’s definition of evaluation because they are employed to fully assess

a program’s value. They involve addressing information needs for reporting credibly—to the

full range of right-to-know audiences—on a program’s soundness and accomplishments and

also for issuing timely, focused evaluative feedback to help program staffs effectively carry

out and strengthen programs. Proponents of the three approaches stress the importance of

rigor and comprehensiveness in assessing programs and of employing an appropriate balance

of qualitative and quantitative methods. Beyond their shared strengths, each of the three

approaches also has unique strengths, as defined later in this chapter.

The main shared limitation of improvement- and accountability-oriented approaches is

that overall they are oriented to providing all right-to-know audiences with a comprehensive,

relatively long-term, definitive assessment of a program’s merit and worth. This orientation

calls for grounding evaluations in unambiguous and compelling definitions of a program’s

merit and worth, rigorous collection and analysis of the full range of relevant evidence,

and issuance of pertinent reports to all right-to-know audiences. Some potential clients of

evaluation can consider such approaches to be “overkill” in relation to what they see as their

modest, short-term need for evaluative feedback and their possible unwillingness to share

findings with a wide range of stakeholders. Also, the objective of fully assessing a program’s

merit and worth can be viewed as unrealistic because of the difficulty of achieving consensus on

definitions of a program’s merit and worth, gathering all relevant information on all pertinent

variables, and weighting and combining the obtained pieces of information in a manner fully

acceptable to the full range of stakeholders. Beyond these limitations of feasibility and the risk

of overpromising in regard to what can be delivered, the three approaches have individual

limitations and weaknesses as discussed later in the chapter.

Approach 15: Decision- and Accountability-Oriented Studies

The decision- and accountability-oriented approach is based on the premise that program

evaluation should be used proactively to help improve a program as well as retrospectively

to judge its value. The approach is distinguished from management information systems

and from politically controlled studies mainly because decision- and accountability-oriented
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studies emphasize questions of value. The approach’s philosophical underpinnings include

an objectivist orientation to finding best answers to context-limited questions and subscrip-

tion to the principles of a well-functioning democratic society, especially human rights, an

enlightened citizenry, equity, excellence, conservation, probity, and accountability. Practically,

evaluators using this approach serve stakeholders by engaging them in focusing the evaluation

and assessing draft evaluation reports and other materials; addressing their most impor-

tant questions plus those required to assess the program’s value; providing timely, relevant

information to aid decision making and understanding; producing an accountability record;

and issuing needed summative evaluation reports. This approach is best represented by the

context, input, process, and product (CIPP) model for evaluation (Stufflebeam, 1967, 2003a,

2004b, 2005; also see Chapter 13 of this book), but elements of the approach are also seen in

Cronbach’s general approach to evaluation (1982). This section’s discussion of the decision-

and accountability-oriented approach is focused on the approach’s widely used evaluation

framework, the CIPP model.

Advance Organizers

Advance organizers of the decision- and accountability-oriented approach include decision

makers and stakeholders; projected decisions to be made; program accountability require-

ments; and the criteria needed to examine a program’s value—for example, its merit, worth,

probity, feasibility, safety, importance, cost, and equity. Audiences include program decision

makers and all other stakeholders, both internal and external to the program, such as recipi-

ents, business and institutional boards, parents and guardians, staff, administrators, program

consultants, policymakers, funding authorities, and citizens. The decisions to be informedmay

include deciding to launch a program; determining the targeted recipients; defining goals and

priorities; identifying and choosing from competing program strategies; planning procedures;

scheduling, staffing, budgeting, and contracting the work; monitoring, adjusting, and reporting

on operations; and deciding to continue, expand, contract, or terminate an effort.

Information for informing such decisions may be obtained by

• Assessing needs, problems, assets, opportunities, and objectives

• Identifying and assessing similar programs or alternative program approaches

• Assessing procedural plans, budgets, and schedules

• Assessing staff qualifications and performance

• Assessing program facilities and materials

• Monitoring and assessing program operations

• Assessing intended, unintended, short-range, and long-range outcomes

• Documenting and analyzing program costs

• Analyzing relationships between program resources, processes, and outcomes

• Comparing program outcomes and costs with those of similar programs
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Purposes

The basic purpose of decision- and accountability-oriented studies is to provide a knowledge

and value base for making and being accountable for decisions that result in developing,

delivering, and making informed use of services that are both morally sound and cost effective.

Evaluators must therefore interact with representative members of their audiences; discern

their questions; determine appropriate criteria and information requirements (which may

extend beyond the audiences’ preferences); and report relevant, timely, efficient, and accurate

information.

Under this approach, an evaluation’s most important purpose is not to prove, but to

improve. The improvement orientation means that evaluators seek to help a program mature,

overcome its early deficiencies, and build on its strengths. However, improvement in a broader

sense is sometimes best served by terminating a persistently ineffective program, thus freeing

resources for better use. Although evaluators following this approach proactively foster and

assist with ongoing improvement efforts, they also look retrospectively at what was attempted

and accomplished. Thus, the approach is applied both formatively and summatively.

Stufflebeam’s version (1967, 2003a, 2004b, 2005; also see Chapter 13 of this book) of

this approach calls for evaluations to adhere to professional standards for evaluations. These

include utility, feasibility, propriety, accuracy, and evaluation accountability (Joint Committee

on Standards for Educational Evaluation, 2011).

Sources of Questions

The sources of questions addressed by the decision- and accountability-oriented approach’s

CIPP model are the concerned and involved stakeholders and the evaluator, the latter having

a view of what questions must be addressed to assess a program’s value. Stakeholders include

all persons and groups involved in making choices or judgments related to initiating, planning,

funding, staffing, implementing, and using a program.

A particular feature of the CIPP model is that it encourages and supports the notion of the

evaluation client as a leader in the evaluation—a key program administrator who seeks, helps

focus, and facilitates needed evaluation services, and who provides leadership throughout the

course of a program to ensure the effective review and use of evaluation findings.

Questions

Illustrative questions for a formative evaluation are

• Has an appropriate beneficiary population been determined?

• What beneficiary needs should be addressed?

• What are the available alternative ways to address these needs, and what are their

comparative benefits and costs?

• Are plans for services and participation morally defensible and technically sound?

• Are there adequate provisions in terms of facilities, materials, staff, and equipment?
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• Are sufficient funds available to complete the program?

• Are program staff members sufficiently qualified and credible?

• Have appropriate roles been assigned to the different participants, and will they receive

sufficient orientation and training?

• Are participants effectively carrying out their assignments?

• Is the program working well?

• What are the program’s significant limitations and weaknesses?

• How, if at all, should the program be revised?

• What are the program’s most important strengths?

• How might the program build on its strengths?

• Is the program effectively reaching all the targeted beneficiaries?

• Is the program meeting the participants’ needs?

• Are recipients doing their part to make the program succeed?

• Is the program designed and functioning at least as well as its counterparts in other

settings?

Primary questions for a summative evaluation are

• Did the program reach the targeted recipients and meet their pertinent needs?

• Is the program more cost effective than competing alternatives?

• What arrangements, events, and processes contributed to the program’s success or failure?

• Did the program prove to be affordable?

• Is it beyond reproach?

• Is there a continued need for the program?

• Is it sustainable?

• Is it transportable?

• Was the program worth the investment?

The formative and summative questions are to be answered with respect to the underlying

standards of good programs. Good programs must reach recipients and serve their targeted

needs effectively, ethically, and at a reasonable cost, and they must perform as well as or better

than reasonably available alternatives.

Methods

Many methods may be used in decision- and accountability-oriented program evaluations.

These include, among others, document analysis, surveys, needs assessments, case studies,



Trim size: 7in x 9.25inStufflebeam c07.tex V2 - 08/06/2014 7:40am Page 178

178 CHAPTER 7–IMPROVEMENT- AND ACCOUNTABILITY-ORIENTED EVALUATION APPROACHES

competing advocacy/program design teams, carefully recorded and assessed observations,

interviews, focus groups, resident evaluators, participant observers, cost analysis, and quasi-

experimental and experimental designs.

To make the approach work, the evaluator must interact regularly with a representative

group of stakeholders. In this respect, the approach is compatible with so-called participatory

approaches to evaluation (Cousins & Earl, 1992; Cousins & Whitmore, 1998). Typically the

evaluator at least should establish and engage a representative stakeholder review panel to

help define evaluation questions, shape evaluation plans, facilitate information collection,

review draft information collection instruments and reports, and help disseminate findings.

The evaluator’s exchanges with stakeholders involve conveying evaluative feedback that may

be of use in program improvement, as well as determining what future evaluative feedback

would be most helpful to program personnel and other stakeholders. Interim reports may

assist beneficiaries, program staff, and others in assessing program operations and discerning

problems requiring attention. By maintaining and accessing a dynamic baseline of evaluative

information and applications of the information, the evaluator can periodically update the

broad group of stakeholders on the program’s progress, develop a comprehensive summative

evaluation report, and supply program personnel with information for their own accountability

reports.

The involvement of stakeholders is consistent with a key principle of the change process:

an enterprise (in this case, an evaluation) can best effect change in a target group’s behavior

by involving members in planning, monitoring, and judging the enterprise. By involving stake-

holders throughout the evaluation process, decision- and accountability-oriented evaluators

lay the groundwork for helping stakeholders understand and value the evaluation process and

apply the findings. Stakeholders’ active participation in determining evaluation questions and

procedures is also consistent with a principle of democracy, wherein citizens and stakeholders

are given voice in decisions that will affect them.

Pioneers

Lee Cronbach (1963) advised educators to reorient their evaluations from a focus on objectives

to a concern for making better program decisions. Although he did not use the terms formative

evaluation and summative evaluation, he essentially identified and defined the underlying

concepts before Scriven (1967) attached the now widely used labels to these concepts. In

discussing the distinctions between the constructive, proactive orientation, on the one hand,

and the retrospective, judgmental orientation, on the other, Cronbach (1963) argued for

placing more emphasis on the former. He noted the limited functionality of the tradition of

stressing retrospective outcome evaluation. In a later publication (Cronbach & Associates,

1980), Cronbach stressed that evaluations should take a long view and have an illuminating

orientation. He saw evaluation’s most important services to be enlightening societal groups

about the workings of programs over time and informing policy development in key areas

of societal need. (This conceptualization was a forerunner of the so-called realist evaluation

approach [Henry, 2005], which calls for sustained, long-range study of how a particular
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program strategy—such as Head Start—works out over decades in various national and

international settings.)

Cronbach (1982) operationalized his evaluation approach in the UTOS model (also see

Greene, 2004). In this model, the evaluator structures the evaluation to identify the units

(U) targeted to receive program services, the program treatments (T) to be delivered, the

observations (O) to be collected, and the settings (S) to be taken into account.

Following Cronbach’s seminal call for evaluations to guide decision making, Stufflebeam

(1966a, 1966b, 1967) also argued that evaluations should help program personnel make deci-

sions keyed to meeting recipients’ needs. Although he advocated an improvement orientation

to evaluation, he also stressed that evaluators should both inform decisions and provide

information for accountability (Stufflebeam, 1971a). He emphasized further that evaluators

should interact with and report to the full range of stakeholders who need to make judgments

and choices about a program. Stufflebeam’s approach has been encapsulated in the CIPP

evaluation model (Stufflebeam, 1967, 2003a, 2004b, 2005, 2007; Stufflebeam et al., 1971). That

model (which is explained in detail in Chapter 13) calls for context, input, process, and product

evaluations. Context evaluations involve assessment of pertinent needs, assets, opportuni-

ties, and problems to assist in formulating or judging goals and priorities. Input evaluations

help identify and assess competing program strategies and procedural designs for meeting

recipients’ assessed needs. Process evaluations involve documenting and assessing the imple-

mentation of a selected program strategy. Product evaluations entail searching out, analyzing,

and judging program results, in terms of such factors as reach to the targeted beneficiaries,

effectiveness, side effects, sustainability, and transportability. (The CIPP Evaluation Model

Checklist for implementing the CIPP model is available at www.wmich.edu/evalctr/checklists,

and at www.josseybass.com/go/evalmodels, the Jossey-Bass Web site devoted to support of

this book.)

Other contributors to the development of the decision- and accountability-orientated

approach to evaluation are Marvin Alkin (1969) and WilliamWebster (1975, 1995).

Use Considerations

The decision- and accountability-oriented approach is applicable in cases where program staff

and other stakeholders require formative evaluation, summative evaluation, or both. It can

provide the framework for both internal and external evaluations. When this approach is used

for internal evaluation, it is often advisable to commission an independent metaevaluation of

the inside evaluator’s work (see Chapter 25). Beyond program evaluations, this approach has

proved useful in evaluating personnel, students, projects, facilities, and products.

Contrary to some published misperceptions of the CIPP model’s decision orientation,

the model is not limited to serving the evaluation needs of high-level decision makers. On

the contrary, evaluations following this model’s precepts should, within reasonable bounds

of feasibility, serve the evaluation-related information needs of the full range of a program’s

stakeholders. Clearly, stakeholders at all program levels have legitimate information needs

related to the decisions they make, such as those concerning funding a program, directing

http://www.wmich.edu/evalctr/checklists
http://www.josseybass.com/go/evalmodels
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program operations, carrying out program procedures, or using the program’s services.

Virtually all program stakeholders also may legitimately expect an evaluation based on the

CIPP model to provide them with information on a program’s accountability—on whether

or not the program involves prudent and effective use of funds, is meeting implementation

milestones, is producing high-quality outcomes, and is delivering needed services to the

targeted beneficiaries. Accordingly, evaluators who use this model should analyze, prioritize,

and address stakeholders’ decision- and accountability-oriented evaluative feedback needs at

all levels of a program and throughout the program’s duration.

One of the CIPP model’s practical procedures for engaging and addressing the evaluation

needs of all program stakeholders is the establishment of a broadly representative stakeholder

review panel and engagement of the panel throughout the evaluation. This panel’s functions

include helping identify evaluation questions and information needs, reviewing draft evaluation

tools and reports, facilitating the collection of needed evaluative information, and assisting

with dissemination and application of evaluation findings.

Strengths

A major advantage of the decision- and accountability-oriented approach is that it encou-

rages program personnel to use evaluation continuously and systematically to plan and

implement programs that meet recipients’ targeted needs. Its use aids decision making at

all program levels, stresses improvement, and fosters quality assurance. It also presents a

rationale and framework of information to help program personnel be accountable for their

program decisions and actions. Its application involves the full range of stakeholders in the

evaluation process to ensure that at least their highest-priority evaluation needs are addressed

well and to encourage and support them in making effective use of evaluation findings. It is

comprehensive in focusing on recipients’ needs, program context, program plans and budgets,

program operations, and program costs and outcomes. Although its provision for collecting

needed information is comprehensive, the approach also is amenable to addressing a client’s

need for a study with a focused, narrow scope that might only assess a particular aspect

of a program, such as its outcomes or the needs of targeted beneficiaries. For example, as

appropriate, evaluators can pick and choose particular parts of the CIPP model that are

most relevant to stakeholders’ short-term needs. The decision- and accountability-oriented

approach balances the use of quantitative and qualitative methods. It is keyed to professional

standards for evaluations. Finally, proponents of the approach emphasize that evaluations

must be grounded in the democratic principles of a free society and themselves be subject to

evaluation.

Weaknesses

A weakness of the approach is that the collaboration required between an evaluator and stake-

holders introduces opportunities for impeding the evaluation or biasing its results, especially

when the evaluation situation is politically charged. Furthermore, when evaluators are actively

influencing a program’s course, they may identify so closely with the program that they lose
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some of the independent, detached perspective needed to provide objective, forthright reports.

Moreover, experience shows that the approach may overemphasize formative evaluation and

give too little time and too few resources to long-term summative evaluation. Advance con-

tracting, adherence to professional standards for evaluations, and external metaevaluation

have been employed to counteract opportunities for bias and to ensure a proper balance of

the formative and summative aspects of evaluation. Although the charge is erroneous, this

approach carries the connotation that only top decision makers are served.

Approach 16: Consumer-Oriented Studies

In the consumer-oriented approach, the evaluator is the enlightened surrogate consumer

(Scriven, 1994d). He or she must draw direct evaluative conclusions about the program being

evaluated. Evaluation is viewed as the process of determining something’s merit, worth, and

significance, with evaluations being the products of that process (Scriven, 1991, 1993). The

approach regards the consumer’s welfare as a program’s primary justification and affords that

welfare the same primacy in program evaluation (see also Davidson, 2005). Grounded in a

deeply reasoned view of ethics and the common good, and possessing skills in obtaining and

synthesizing pertinent, valid, and reliable information, the evaluator should help developers

produce and deliver products and services that are of excellent quality and of great use to

consumers (for example, students, their parents, teachers, and taxpayers). More important,

the evaluator should help consumers identify and assess the merit, worth, and significance of

competing programs, services, and products. (The consumer-oriented approach is explained

in detail in Chapter 14.)

Advance Organizers

Advance organizers include societal values, consumers’ needs, costs, and criteria of goodness

in the particular evaluation domain.

Purposes

The purpose of a consumer-oriented program evaluation is to judge the relative merit,

worth, or significance of the products and services of alternative programs and thereby to

help taxpayers, practitioners, and potential recipients make wise choices. The approach is

objectivist in assuming an underlying reality and positing that it is possible, although often

extremely difficult, to find best answers. It looks at a program comprehensively in terms of its

quality and costs, functionally in regard to the assessed needs of the intended recipients, and

comparatively considering reasonably available alternative programs. Evaluators are expected

to subject their program evaluations to evaluation—that is, metaevaluation (Scriven, 1969b).

Sources of Questions

Questions for the consumer-oriented study are derived from society; program constituents

(consumers); and especially the evaluator’s frame of reference.
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Questions

One general question is addressed: Which of several alternative programs is the best choice,

given their differential costs, their levels of merit according to a range of criteria, the needs of

the consumer group, the values of society at large, and evidence of both positive and negative

outcomes?

Methods

Methods include checklists, needs assessments, goal-free evaluation, experimental and quasi-

experimental designs, the modus operandi method, applying codes of ethical conduct, and

cost analysis (Scriven, 1974). A preferred method is for an external, independent consumer

advocate to conduct and report findings of a study of a publicly or privately supported program.

The approach is keyed to employing a sound checklist of criteria pertaining to a program’s

main aspects. Scriven (1991) developed the generic Key Evaluation Checklist (KEC)—originally

designed for evaluating educational products (Coryn, 2006)—for this purpose. (Regular updates

of this checklist can be found at www.wmich.edu/evalctr/checklists.) The main evaluative acts

in this approach are scoring, grading, ranking, apportioning, and producing the final synthesis

(Scriven, 1994b, 2007).

The consumer-oriented approach employs a wide range of assessment topics. These

include program description, background and context, consumers, resources, functions, deliv-

ery systems, values, standards, processes, outcomes, costs, critical competitors, generalizability,

bottom-line assessment, practical significance, wide-ranging and long-term significance, rec-

ommendations, reports, andmetaevaluation. The evaluation process begins with consideration

of a broad range of such topics, supports continuous compilation of information on all of them,

and ultimately culminates in a supercompressed judgment of the program’s merit, worth,

and/or significance. Largely, an evaluator using this approach applies Scriven’s general logic of

evaluation (1980), which consists of four steps, in arriving at a summative statement of merit

or worth:

1. Establish criteria of merit: On what dimensions must the object of evaluation do well?

2. Construct standards: How well should the object of evaluation perform?

3. Measure performance and compare that with standards: How well did the object of

evaluation perform?

4. Synthesize and integrate information into a judgment of merit, worth, or significance:

What is the merit, worth, or significance of the object of the evaluation?

A consumer-oriented study requires a highly credible and competent expert, as well as

either sufficient resources to allow the expert to conduct a thorough study or some other

means of obtaining the needed information. Often a consumer-oriented evaluator is engaged

to evaluate a program after its formative stages are over. In these situations, the external

consumer-oriented evaluator is often dependent on being able to access a substantial base of

information that program staff have accumulated. If no adequate base of information exists,

the consumer-oriented evaluator will have great difficulty in obtaining enough information to

produce a thorough, defensible summative program evaluation.

http://www.wmich.edu/evalctr/checklists
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Pioneers

Michael Scriven (1967) was a pioneer in developing the consumer-oriented approach to

program evaluation, and his work paralleled the concurrent work of Ralph Nader (1965)

and Consumers Union in the general field of consumerism. Glass (1975) supported and

developed Scriven’s approach. Scriven (1967) coined the terms formative evaluation and

summative evaluation. He noted that evaluations can be divergent in early quests for critical

competitors and explorations related to clarifying goals andmaking programs functionwell. He

also maintained, however, that evaluations ultimately must converge on summative judgments

about aprogram’smerit,worth, or significance.Althoughaccepting the importanceof formative

evaluation, he also argued against Cronbach’s position (1963) that formative evaluation should

be given the major emphasis. According to Scriven (1991, 1993), the fundamental aim of a

sound evaluation is to judge a program’s merit, comparative value, wide-ranging significance,

and overall worth. He sees evaluation as a transdiscipline encompassing all evaluations of

various entities across all applied areas and disciplines and comprising a common logic,

methodology, and theory that transcend specific evaluation domains, which also have their

unique characteristics (Scriven, 1991, 1993, 2004a, 2004b; also see Coryn & Hattie, 2006).

Use Considerations

Given the emphasis on summative conclusions, consumer-oriented evaluations generally

emphasize instrumental uses (that is, immediate decision making). Such evaluations are

intended to inform a course of action for selecting among competing alternatives, considering

the relative merit and/or worth of competing programs, services, or products. Less frequently,

however, are such evaluations conducted with the intent of improving an evaluand. Unlike

the decision- and accountability-oriented approach, consumer-oriented evaluations often do

not directly involve relevant stakeholders and, therefore, decrease the likelihood of certain

types of direct or indirect uses; they are not frequently conducted with the intent of improving

existing programs, services, or products.

Strengths

One of the main advantages of a consumer-oriented evaluation is that it is a hard-hitting,

independent assessment intended to protect consumers from shoddy programs, services, and

products and to guide them to support and use those contributions that best and most

cost-effectively address their needs. The approach’s stress on independence and objectivity and

its emphasis on achieving a comprehensive assessment of merit, worth, and significance have

translated into high credibility with consumer groups. This is aided by the most up-to-date

version of Scriven’s KEC (available at www.wmich.edu/evalctr/checklists) and his Evaluation

Thesaurus (1991), in which he presents and explains the checklist.

Weaknesses

Onedisadvantage of a consumer-oriented evaluation is that it can be so independent of program

staff that it might not assist them in better serving consumers. Because stakeholders typically

http://www.wmich.edu/evalctr/checklists
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are not meaningfully involved in planning a consumer-oriented evaluation, the evaluator is

unlikely to identify, address, and differentially weight all the criteria that are of concern to

different members of the evaluation’s audience. Accordingly, some readers of the evaluation’s

final report may judge the evaluation as a failure in assessing the evaluand’s most important

characteristics and in producing useful findings. A summative evaluation that is conducted

too early can intimidate developers and stifle their creativity. However, if such an approach is

applied only near a program’s end, the evaluatormay have great difficulty in obtaining sufficient

evidence to confidently and credibly judge a program’s basic value. This often iconoclastic

approach is also heavily dependent on a highly competent, independent, and “bulletproof”

evaluator.

Approach 17: Accreditation and Certification

Many educational institutions, hospitals, and other service organizations have been the subject

of an accreditation study, and many professionals, at one time or another, have had to meet

certification requirements for a given position. Such studies of institutions and personnel are in

the realm of accountability-oriented evaluations, and they also have an improvement element.

Institutions, institutional programs, and personnel are studied (often using procedures similar

to those used in auditing) to determine whether they meet requirements of given professions

and service authorities and whether they are fit to serve designated functions in society

(Chelimsky, 1985; Schwandt, 2005; Wisler, 1996). Typically the feedback reports identify areas

for improvement.

Advance Organizers

The advance organizers used in an accreditation or certification study usually are guidelines

and criteria that some accrediting or certifying body has adopted.

Purposes

The purpose of accreditation or certification studies is to determine whether institutions,

institutional programs, or personnel should be approved to deliver specified public services.

Sources of Questions

The source of questions for accreditation or certification studies is the accrediting or certify-

ing body.

Questions

Basically, accreditation or certification studies address these questions: (1) Are institutions and

their programs or personnel meeting minimum standards? and (2) How can their performance

be improved?
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Methods

Typically an accreditation or certification study begins with self-study and self-reporting by

the subject institution or individual. In the case of an institution, a panel of experts is assigned

to visit the institution, verify a self-report, and gather additional information. Guidelines and

criteria specified by the accrediting or certifying agency usually constitute the basis for the

self-study and the visit by the expert panel. Typically, the accreditation process is concluded

when the official accrediting board uses the self-study and visiting panel’s reports to render a

decision to fully accredit, accredit with conditions for improvement, or not accredit the subject

program or organization. Typically accreditation is given for a limited period (such as five

years).

Pioneers

Accreditation in education was pioneered by the College Entrance Examination Board around

1901. Since then, the accreditation function has been implemented and expanded, especially by

the Cooperative Study of Secondary School Standards, dating from around 1933. Subsequently,

the accreditation approach has been developed, further expanded, and administered by the

North Central Association of Secondary Schools and Colleges, along with its associated

regional accrediting organizations across the United States, and by many other accrediting and

certifying bodies. Similar accreditation practices are found in medicine, law, architecture, and

numerous other professions. Hughes and Kushner (2005) have provided a useful summary of

the general approach to accreditation.

Use Considerations

Any area of professional service that potentially could put the public at risk—if services and

products are not delivered by highly trained specialists in accordance with standards of good

practice and safety—should consider subjecting its programs to accreditation reviews and its

personnel to certification processes. Such use of evaluation services is very much in the public

interest and is a means of getting feedback that can be used to strengthen capabilities and

practices.

Strengths

The major advantage of accreditation or certification studies is that they aid consumers

in making informed judgments about the quality of organizations and programs or the

qualifications of individuals.

Weaknesses

Major difficulties with this approach are that the guidelines of accrediting and certifying

bodies historically have often emphasized inputs and processes and given minimal attention

to outcomes. However, over the past couple of decades accrediting organizations have given

more attention to outcomes. Also, the self-study and visitation processes used in accreditation
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offer many opportunities for corruption and inept assessment. Institutions have been known

to present to evaluators only the program components they deem to be successful and to

obscure program elements that are failing. Also, institutions have sometimes wined and dined

visiting accreditation evaluators in the process of successfully co-opting them in the interest

of getting favorable reports. As is the case for all other evaluation approaches, accreditation

and certification processes should be subjected to independent metaevaluations keyed to the

standards of sound evaluations. Unfortunately, individual accreditation processes are rarely

subjected to independent metaevaluations.

Summary

In this chapter we have done the following:

• Identified three improvement- and accountability-oriented approaches: decision- and

accountability-oriented studies, consumer-oriented studies, and accreditation and certifi-

cation

• Identified, summarized, analyzed, and assessed Stufflebeam’s CIPP model, as the principal

example of the decision- and accountability-oriented approach

• Identified, summarized, analyzed, and assessed Scriven’s conceptualization of the

consumer-oriented approach, as the principal example from the category of consumer-

oriented studies

• Discussed the general approach followed in accreditation or certification evaluations

• Noted that the three improvement- and accountability-oriented evaluation approaches

emphasize the assessment of value, which is the thrust of the definition of evaluation used

to classify the approaches considered in this book

• Stated that the three approaches all are aimed at serving both the public interest by

assessing the soundness and value of programs and program developers’ interests by

providing feedback for effectively conducting and improving programs

• Noted that, in general, improvement- and accountability-oriented approaches are objec-

tivist in their orientation

• Summarized each approach’s unique characteristics and methods, as well as its strengths

and weaknesses

• Referenced the availability for download of Stufflebeam’s CIPP Evaluation Model Check-

list and Scriven’s Key Evaluation Checklist, and noted that these are useful tools for

implementing the respective approaches

• Noted that all three approaches share the pervasive limitations and weaknesses inherent

in seeking definitive conclusions about a program’s value that may be unrealistic to obtain

• Reminded readers that Stufflebeam’s decision- and accountability-oriented approach (the

CIPPmodel) and Scriven’s consumer-oriented approach are explained in detail in Chapters

13 and 14, respectively.
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REVIEWQUESTIONS

1. Summarize this chapter’s characterization of improvement- and accountability-oriented

evaluation and state the essential differences between this type of evaluation and

quasi-evaluation (defined in Chapter 6).

2. Based on this chapter, define the main thrust of the decision- and accountability-oriented

evaluation approach—especially as embodied in the CIPP model—and list at least four

main questions that this approach typically addresses.

3. Based on this chapter, what are the main functions of Scriven’s consumer-oriented

evaluation approach, and in what respects is his approach similar to and different from

the approach that underlies Consumer Reportsmagazine?

4. Acompanyhasproduceda catalogueof information technologyequipment that promises

to make any business office more efficient and cost effective and to improve customer

relations. In the context of Scriven’s consumer-oriented evaluation approach, what

information would you require before placing an order from this catalogue?

5. Obtain a copy of Stufflebeam’s CIPP Evaluation Model Checklist (available at www.wmich

.edu/evalctr/checklists or www.josseybass.com/go/evalmodels), and apply it to plan an

evaluation of a program with which you are familiar.

6. It is sometimes erroneously charged that the CIPP Evaluation model only or mainly

addresses the evaluation needs of top decision-makers. Based on this chapter’s character-

ization of the CIPP model, correct this misconception.

7. Explain, with examples, why Scriven has characterized the evaluation field as a

transdiscipline.

8. Obtain a copy of Scriven’s Key Evaluation Checklist (available at www.wmich.edu/evalctr

/checklists), and apply it to plan an evaluation of a program with which you are familiar.

9. Explain this chapter’s position that Stufflebeam’s and Scriven’s approaches have an

objectivist orientation.

10. Explain and give illustrations of the essential services that accrediting bodies offer society.

Group Exercises

Work through the following exercises with your group. It is quite possible that members

will reach different conclusions about the best responses to the presented assignments.

However, members should try to reach a consensus or justify their opposing position. In

advance of completing these exercises, it would be useful for group members to down-

load and review Stufflebeam’s CIPP Evaluation Model Checklist (www.wmich.edu/evalctr

/checklists or www.josseybass.com/go/evalmodels) and Scriven’s Key Evaluation Checklist

(www.wmich.edu/evalctr/checklists).

http://www.wmich.edu/evalctr/checklists
http://www.josseybass.com/go/evalmodels
http://www.wmich.edu/evalctr/checklists
http://www.wmich.edu/evalctr/checklist
http://www.josseybass.com/go/evalmodels
http://www.wmich.edu/evalctr/checklists
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Exercise 1

Based on this chapter, construct and fill in a four-by-six matrix showing how Stufflebeam’s

CIPP model and Scriven’s consumer-oriented approach agree or disagree in regard to how

they (1) define evaluation, (2) address the matter of involving stakeholders in the evaluation

process, (3) accord relative emphasis to formative versus summative evaluation, (4) take

into account the assessed needs of program beneficiaries, (5) employ quantitative as well as

qualitative methods, and (6) define the range of program outcomes to be assessed. The four

column headings for the assigned matrix are “Comparison Variables,” “The CIPP Model,”

“Scriven’s Consumer-Oriented Approach,” and “Agree or Disagree” (to indicate where the two

approaches come down on each of the six dimensions).

Exercise 2

Divide your group into Subgroup A and Subgroup B. Both subgroups should begin by reading

the following paragraph.

Ahospital’s emergency room(ER) faces an impendingaccreditation review that is scheduled

to commence about one year from now and is to be completed about eighteen months after

that. The ER is required to complete an institutional self-study during the review’s first twelve

months. The accrediting organization will then conduct an external evaluation, including a

review of the self-report, a subsequent site visit by a team of pertinent experts, and ultimately

the accreditation agency’s issuance of its summative evaluation report.

Subgroup A’s Assignment

Reference the chapter’s coverage of the CIPP evaluation model and review the CIPP

Evaluation Model Checklist to draft a list of questions that the self-study should

address.

Subgroup B’s Assignment

Reference the chapter’s coverage of Scriven’s consumer-oriented approach and his KEC to

draft a list of questions that the self-study should address.

Combined Group’s Review and Deliberation

Each subgroup should present the other subgroup with its list of questions. After reviewing

and contrasting the two lists of questions, thewhole group should address the following

questions:

• Which set of questions is better for guiding the ER’s self-study, and why?

• Would a better set of questions be obtained by combining the two sets of questions?

(If yes to this question, draft a synthesized list of questions.)

• To what extent was the CIPP Evaluation Model Checklist useful for determining

salient questions?

• To what extent was the KEC useful for determining salient questions?

• What was the effect of not being able to interview stakeholders in the process of

drafting the questions?



Trim size: 7in x 9.25inStufflebeam c07.tex V2 - 08/06/2014 7:40am Page 189

SUGGESTED SUPPLEMENTAL READINGS 189

Exercise 3

Continuing with the assignment in exercise 2, as a whole group, list points in favor of building

metaevaluation into the self-study. Likewise, list points in favor of subjecting the accreditation

agency’s external evaluation to an independent metaevaluation. Define the purposes of the

metaevaluation of the self-study, and reach and defend a conclusion about whether this meta-

evaluation should be internal or external, or possibly both. Develop a rationale for a rec-

ommendation that the accrediting agency subject its external evaluation of the ER to an

independent metaevaluation. (Please note that metaevaluation is defined in detail in Chapter

25, and that both the CIPP Evaluation Model Checklist and Scriven’s KEC include sections on

metaevaluation.)

Exercise 4

Cronbach and Scriven disagreed about the emphasis that should be given to formative

evaluation and summative evaluation. Develop an evaluation scenario in which Cronbach’s

position makes more sense. Then develop an evaluation scenario that is more conducive to

Scriven’s position. Considering the two scenarios, write some guidelines to help evaluators

decide when it is better to concentrate more on formative evaluation and when it is preferable

to concentrate on summative evaluation.

Exercise 5

Briefly list the main strengths and weaknesses of the decision- and accountability-oriented

approach to evaluation, especially as embodied in the CIPP model. Now state a situation

in which you would find the approach highly useful, giving reasons. Then state another

situation in which the approach either would not work or would not give as satisfactory an

evaluation outcome as some other approach, again giving reasons. In regard to the latter

situation, identify another approach that probably would work better than the decision- and

accountability-oriented approach, again giving reasons.

Note

1. Stufflebeam’s CIPP Model (a decision- and accountability-oriented approach) and Scriven’s

consumer-oriented approach are explained in detail in Chapters 13 and 14, respectively.

Suggested Supplemental Readings

Coryn, C.L.S. (2006). A conceptual framework for making evaluation support meaningful, useful, and

valuable. Evaluation Journal of Australasia, 6(1), 45–51.
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CHAPTER 8

SOCIAL AGENDA AND ADVOCACY

EVALUATION APPROACHES

LEARNING OBJECTIVES

In this chapter you will learn about the

following:

• The central features of social agenda

and advocacy approaches to

evaluation

• The identity and developers of four

social agenda and advocacy

approaches: responsive or

stakeholder-centered evaluation,

constructivist evaluation, deliberative

democratic evaluation, and

transformative evaluation

• Key characteristics, strengths, and

weaknesses of each of the four

approaches

• Key considerations in applying each of

the four approaches

Overview of Social Agenda
and Advocacy Approaches

The social agenda and advocacy approaches are aimed

at increasing social justice through program evaluation.

Proponents of these approaches seek to ensure that all

segments of society have equal access to educational and

social opportunities and services. They advocate affirma-

tive action to give the disadvantaged compensatory or

preferential treatment through program evaluation. If, as

many persons have stated, information is power, then

these approaches to program evaluation are aimed at

empowering the disenfranchised.

The four approaches in this set are oriented to employ-

ing the perspectives of stakeholders as well as those of

experts in characterizing, investigating, and judging pro-

grams. They favor a constructivist orientation and the

use of qualitative methods, with the exception of the

constructivist and transformative evaluation approaches,

which favor a mixed-method orientation. For the most

part, they eschew the possibility of finding right or best

answers and reflect the philosophy of postmodernism,

with its attendant stress on cultural pluralism, moral rela-

tivity, and multiple realities. They provide for democratic

engagement of stakeholders in obtaining and interpreting

findings.

There is a concern that these approaches concentrate

so heavily on serving a social mission that they might not

meet the standards of sound evaluations. By giving stake-

holders authority over key evaluation decisions, related
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especially to the interpretation and release of findings, evaluators empower these persons to use

evaluation to their advantage. Such delegation of authority over important evaluation matters

can make the evaluation vulnerable to stakeholder bias and misuse of findings. Furthermore,

if an evaluator is intent on serving the underprivileged, empowering the disenfranchised, or

righting educational or social injustices, he or she might succumb to a conflict of interest

and compromise the independent, impartial perspective needed to produce a dispassionate,

valid assessment of a program’s merit. For example, evaluators might be inclined to give a

positive report on a corrupt program for the disadvantaged if funds allocated to serve these

groups would be withdrawn as a consequence of a negative report. In the extreme, an advocacy

evaluator could compromise the integrity of the evaluation process by working to achieve

social objectives, and thus his or her study could devolve into a pseudoevaluation.

Nevertheless, there is much to recommend these approaches, because they are strongly

oriented to democratic principles of equity and fairness and employ practical procedures for

involving the full range of stakeholders. The particular social agenda and advocacy approaches

presented in this chapter seem to have sufficient safeguards to walk the line between sound

evaluation services and politically corrupt evaluations. Worries about bias control in these

approaches underscore the importance of subjecting social agenda and advocacy evaluations,

as well as all other types of evaluation, to independent metaevaluations grounded in standards

for sound evaluations.

Approach 18: Responsive or Stakeholder-Centered Evaluation

The classic approach in this set is responsive evaluation, which is pluralistic, flexible, interactive,

holistic, subjective, constructivist, and service oriented. The approach is relativistic because the

evaluator seeks no final authoritative conclusion, interpreting findings against stakeholders’

different and often conflicting values. The approach entails examining a program’s full

“countenance” (that is, the overall picture of the program as a whole) and prizes the collection

and reporting of multiple diverse perspectives on the value of a program’s orientation,

operations, and achievements. Side effects and incidental gains as well as intended outcomes

of a program are to be identified and examined.

The responsive approach has a strong philosophical base, whereby evaluators are expected

to promote equity and fairness, help those with little power, thwart themisuse of power, expose

hucksters, unnerve the assured, reassure the insecure, and always help people see things from

alternative viewpoints. Advocates of the approach subscribe to moral relativity and posit that

for any given set of findings, there are potentially numerous, conflicting interpretations that

are equally plausible.

We refer to this approach using the term stakeholder-centered evaluation because one

pervasive theme is that the evaluator must work with and for a diverse stakeholder group,

including, for example, teachers, administrators, developers, taxpayers, legislators, andfinancial

sponsors. The stakeholders are the “clients” in the sense that they support, develop, administer,

or directly operate the program under study and seek or need the evaluator’s counsel and

advice in understanding, judging, improving, and using that program. The approach demands
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that evaluators interact continuously with, and respond to, the evaluation needs of the various

stakeholders, especially users of services. In doing so, the approach calls for inputs from experts

as well as from the full range of program stakeholders.

Advance Organizers

The advance organizers in a responsive evaluation are stakeholders’ concerns; issues in the

program itself; as well as the program’s rationale and background, and its intended and

unintended transactions, outcomes, standards, and judgments.

Purposes

The responsive program evaluation may serve many purposes. Some of these are helping

people in a local setting gain a perspective on a program’s full countenance; understanding the

ways that various groups see the program’s problems, strengths, and weaknesses; and learning

the ways affected people value the program, as well as the ways program experts judge it. The

evaluator’s process goal is to carry out a continuous search for key questions and standards

and effectively communicate useful information to stakeholders as it becomes available. The

responsive evaluation is intended to end with a perception of quality, not with action.

Sources of Questions

Key sources of questions for a responsive evaluation are both the full range of stakeholders and

pertinent experts in the area of the evaluation. These may include community, practitioner,

and beneficiary groups in the local environment, together with other interested parties outside

the program’s vicinity, plus specialists in the program area being assessed. The evaluator

continually interacts with such persons to uncover and respond to their established and

emergent concerns and the questions that they want addressed in the evaluation. In addition,

the evaluator adds questions viewed as critically important and likely to be of interest to

particular segments of the evaluation’s intended audience.

Questions

In general, members of the audience usually want to know what the program has achieved,

how it has operated, and how it has been judged by involved persons and experts in the

program area. The more specific evaluation questions emerge as the study unfolds based on

the evaluator’s continuing interactions with stakeholders and program area experts and their

collaborative assessment and interpretation of the developing evaluative information.

Typical questions that may emerge and be addressed in responsive evaluations include the

following:

• What antecedents led to the subject program’s development?

• What activities, interactions, allocations and expenditures of funds, and other transactions

are significant and observable in the program’s implementation?
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• How do observed transactions compare with intended transactions?

• What are the program’s outcomes—interim and long range, intended and unintended,

positive and negative?

• What are the contingencies, including discernible causes and effects, between antecedents,

transactions, and outcomes?

• How do various parties, including program stakeholders and relevant experts, judge the

program?

• How can collected judgments be sorted in terms of absolute judgments (based only on

one’s conviction) and relative judgments (grounded in auditable evidence)?

• What is the range of value perspectives reflected in the various collected judgments of the

program?

Methods

This approach reflects a formalization of the long-standing practice of informal, intuitive

evaluation. It requires a relaxedandcontinuous exchangebetweenevaluator and stakeholders. It

is more divergent than convergent. Basically, the approach calls for continuing communication

between evaluator and audience for the purposes of discovering, investigating, and addressing

a program’s issues.

Designs for responsive program evaluations are relatively open ended and emergent,

building to narrative description rather than aggregating measurements across cases. The

evaluator attempts to issue timely responses to stakeholders’ concerns and questions by

collecting and reporting useful information, even if the needed information was not anticipated

at the study’s beginning. Concomitant with the ongoing conversation with stakeholders,

the evaluator attempts to obtain and present a rich set of information on the program.

This includes its philosophical foundation and purposes, history, transactions, dilemmas, and

outcomes. Special attention is given to side effects, the standards that various persons hold for

the program, and their judgments of the program.

Depending on the evaluation’s purpose, the evaluator may legitimately employ a range

of methods. Preferred methods are case studies, expressive objectives, purposive sampling,

observation, adversary reports, storytelling to convey complexity, sociodrama, and narrative

reports. Responsive evaluators should check for the existence of stable and consistent findings

by employing redundancy in their data collection activities and replicating their case studies

(Stake, 1995). They are not expected to act as a program’s sole or final judge, but they should

collect, process, and report the opinions and judgments of the full range of stakeholders as

well as those of pertinent experts. In the end, the evaluator makes a comprehensive statement

of what the program is observed to be and references the satisfaction and dissatisfaction that

appropriately selected people have in regard to the program. Overall, the responsive evaluator

uses whatever information sources and techniques seem relevant for portraying the program’s

complexities and multiple realities and communicates the complexity even if the results instill

doubt and make decision making more difficult.
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Pioneers

Robert Stake (1967, 1975a, 1975b, 1983, 2003, 2004a, 2004b, 2011; Stake & Davis, 1999) is

considered the pioneer of the responsive study, and his approach has been supported and

developed by Denny (1978, 2011); Greene and Abma (2001); MacDonald (1975); Parlett and

Hamilton (1972); Rippey (1973); and L. M. Smith and Pohland (1974). Guba’s development

of constructivist evaluation (1978) was heavily influenced by Stake’s writings on responsive

evaluation.

Use Considerations

The main condition for applying the responsive approach is a receptive client group and a

confident, competent responsive evaluator. The client must be willing to endorse a quite open,

flexible evaluationplanasopposed toawell-developed, detailed, preordinateplan; shouldexpect

budgetary requirements to unfold as the study develops; and should be receptive to equitable

participationby a representative groupof stakeholders.The clientmustfindqualitativemethods

acceptable, and must usually be willing to forgo anything like a tightly controlled experimental

study, although a controlled field experiment might be employed in exceptional cases. The

client and other involved stakeholders need tolerance, even appreciation, for ambiguity, and

should hold out only modest hope of obtaining definitive answers to evaluation questions. The

clients must also be receptive to ambiguous findings, multiple interpretations, the existence of

competing value perspectives, and the heavy involvement of stakeholders in interpreting and

using findings. In this regard, the client should expect to assume responsibility for interpreting

and applying findings. Finally, the client must be sufficiently patient to allow the program

evaluation to unfold and find its direction based on ongoing interactions between the evaluator

and the stakeholders.

This approach contrasts sharply with Scriven’s consumer-oriented approach (1991, 2007),

with its objectivist orientation and stress on reaching supercompressed summative judgments.

Stake’s evaluators are not the independent, objective assessors advocated by Scriven. The

responsive or stakeholder-centered evaluator embraces local autonomy and helps people who

are involved in a program to evaluate it and use the findings for program improvement. In

a sense, the evaluator is a quite nondirective counselor who uses evaluation to help clients

query about and gain insights into the workings of relevant projects and services and how

these are addressing, or not addressing, targeted needs. Moreover, the responsive approach

rejects the objectivist orientation, embodying instead the belief that there are no best answers

and consistently preferable values as well as a preference for subjective information. In this

approach, the program evaluation may culminate in conflicting findings and conclusions,

leaving interpretation to the eyes of the beholders.

Strengths

A major strength of the responsive approach is that it involves action research in which

people who are funding, implementing, and using programs are helped to conduct their own

evaluations and use the findings to deliberate about concerns and issues in these programs
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and improve their understanding, decisions, and actions. Responsive evaluators look deeply

into stakeholders’ main interests and search broadly for relevant information. In general, the

evaluator and client study a program’smission and rationale, history, environment, transactions

and operations, problems, and outcomes. They make effective use of qualitative methods and

triangulate findings from different sources. The approach stresses the importance of searching

widely for unintended as well as intended outcomes. It also gives weight to the meaningful

participation in the evaluation by the full range of interested stakeholders, plus relevant

experts. Judgments and other inputs from all such persons are respected and incorporated into

the evaluation. The approach also provides for effective communication and assessment of

findings through a range of techniques, such as focus groups, sociodramas, debates, and stories.

Moreover, responsive evaluations help stakeholders develop limited, realistic expectations for

what can be accomplished through systematic program evaluation.

Weaknesses

Stake (1967) has been modest, even pessimistic, in his claims about what evaluations can

deliver. He has expressed skepticism about scientific inquiry as a dependable guide to

developing generalizations about human services and pessimism about the potential benefits

of formal program evaluations. He has expressed doubt that evaluators can contribute much

to program improvement. But he has continued to write about evaluation and give advice on

the subject because he recognizes that evaluations are going to be done and there is no option

to close down the evaluation enterprise. In our informal exchange with Stake, he noted the

following weaknesses: evaluation requires too much time for outside evaluators to get to know

the program, it rejects the use of indicator variables and precision that many users want, it

is too tolerant of subjectivity, it sacrifices reliability for too little gain in validity, and it is not

conducive to recruiting and engaging psychometrists (whose assistance is needed). We think

Stake might agree that his contributions are aimed at helping stakeholders make the best of

what too often are unhelpful evaluations.

From our perspective, a major weakness of Stake’s responsive approach is its vulnerability

when it comes to external credibility, because people in the local setting have, in effect,

considerable control over the evaluation of their own work. Similarly, evaluators working

so closely with stakeholders may lose their independent perspective. As the evaluators

advocate for those with little influence, those with authority and responsibility for the

subject program may perceive the evaluators as lacking impartiality and evenhandedness. The

approach is neither intended for nor amenable to reporting clear findings in time to meet

decision or accountability deadlines. Moreover, rather than bringing closure, the approach’s

adversarial aspects and divergent qualities may generate confusion and contentious relations

among stakeholders. Clients seeking definitive conclusions are unlikely to find them in a

responsive evaluation report. Sometimes this evolving, exploratory approachmay bog down an

evaluation in an unproductive quest formultiple inputs and interpretations. Also, the divergent,

open-ended nature of the approach makes for difficulties in budgeting and contracting the

evaluation work.
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Approach 19: Constructivist Evaluation

Egon Guba began developing the tenets of constructivist evaluation in the mid-1960s, and over

the years published information on this approach under various labels, including aexperimental

design, naturalistic evaluation, effective evaluation, and fourth-generation evaluation.Whatever

the label, Guba grounded all renditions in a rejection of the principles and procedures of

randomized controlled, variable-manipulating experimental design. Since the 1970s, when his

wife, Yvonna Lincoln, joined him in developing this approach, they have regularly referred

to the approach as fourth-generation evaluation (Guba & Lincoln, 1989). With this label

they intended to convey the notion that their approach incorporates and goes beyond

three earlier generations of evaluation approaches, which they characterized as focusing on

objectives, description, and judgment, respectively. To these Guba and Lincoln added intensive

participation of stakeholders in the design, conduct, reporting, and application of evaluations

and also the constructions that different stakeholders bring to bear in judging a program. We

see constructivism as the core concept in Guba and Lincoln’s approach and thus are referring

to their approach in this chapter as “constructivist evaluation.”

The constructivist approach to program evaluation is heavily philosophical, service ori-

ented, and paradigm driven. The constructivist evaluator rejects the tenets of logical positivism

and instead embraces phenomenology and critical theory. Further, he or she rejects the

existence of any ultimate reality and employs a subjectivist epistemology. Proponents of the

approach see the knowledge to be gained as one or more social-psychological constructions

that are uncertifiable, often multiple, and constantly problematic and changing. According to

Lincoln (2005), the constructions are the “mental meanings, values, beliefs, and sense-making

structures in which humans engage to make meaning from events, contexts, activities, and

situations in their lives” (p. 162). Obtained constructions are to be treated holistically and

analytically to reveal and study the underlying values, beliefs, and attitudes. Constructivist

evaluation places the evaluator and program stakeholders at the center of the inquiry process,

with all of them acting as the evaluation’s “human instruments.” Their focal activities are

collecting, analyzing, and evaluating constructions.

Constructivist evaluation is asmuch recognizable for what it rejects as for what it proposes.

In general, it strongly opposes positivism as a basis for evaluation, with its realist ontology,

objectivist epistemology, and experimental method. It rejects any absolutist search for correct

answers. It directly opposes the notion of value-free evaluation and attendant efforts to expunge

human bias. It rejects positivism’s deterministic and reductionist structure and its belief in the

possibility of fully explaining studied programs. It also rejects requirements for impartiality that

would preclude evaluators from advocating for stakeholders who are seriously disadvantaged

and have little or no influence.

Advance Organizers

Advance organizers of the constructivist approach are basically the philosophical constraints

placed on the study, as noted earlier, including the requirement of collaborative, unfolding
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inquiry. A central advance organizer is the full range of program stakeholders, including

especially those with few resources and little power and influence.

Purposes

The main purpose of constructivist evaluation is to determine and make sense of the variety

of constructions that exist or emerge among stakeholders. Inquiry is kept open to ongoing

communication and to the gathering, analysis, and synthesis of further constructions. One

construction is not considered “truer” than others, but some may be judged as more informed

and sophisticated than others. All evaluative conclusions are viewed as indeterminate, with the

continuing possibility of finding better answers. All constructions are also context dependent.

In this respect, the evaluator defines boundaries around what is being investigated.

Lincoln and Guba (Guba, 1978; Guba & Lincoln, 1981, 1989; Lincoln, 2003, 2005; Lincoln

& Guba, 1985, 2004) proposed constructivist evaluation as a solution to problems they saw

in evaluations based on classical experimental design. These problems include nonuse of

findings, objectification of human beings, a lack of meaningful involvement of stakeholders in

evaluations, and nonuse of evaluative processes by which people make sense of their world and

the worlds of others.

Sources of Questions

The constructivist evaluator must respect participants’ free will in all aspects of the inquiry

process and should empower them to help shape and control the evaluation activities in

their preferred ways. The evaluation must take account of the varying and often conflicting

values of stakeholders. The approach requires explicit dialogue on values, particularly those

in conflict. The inquiry process must also be consistent with effective ways of changing and

improving society. Stakeholders must therefore play a key role in determining the evaluation

questions, variables, and interpretive criteria. Evaluative foci include stakeholders’ critical

claims, concerns, and issues, as well as the program’s objectives. Throughout the study, the

evaluator regularly informs and consults stakeholders in all aspects of the evaluation. As

findings emerge, they are shared widely with stakeholders. Constructivist evaluators need

expertise in mediation, small- and large-group facilitation, and management.

The evaluator and stakeholders together identify the questions to be addressed. Con-

structivist evaluation insists that evaluators be totally ethical in respecting and advocating

for all the participants in an evaluation, especially the disenfranchised. In shaping evaluation

questions, evaluators are expected to help stakeholders take into account reasonably stable

stakeholder characteristics, including gender, race, ethnicity, disability, socioeconomic status,

cultural background, language, and sexual orientation. Values are held to be central in this

evaluation approach, and strenuousmeasures are required both to take account of the full range

of stakeholder values and to uncover relevant values that may not be apparent to stakeholders.

Evaluators are authorized, even expected, to maneuver the evaluation to emancipate and

empower involved or affected disenfranchised people in such spheres as civic engagement and

democratic participation. Evaluators do this by raising stakeholders’ consciousness so that they
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are energized, informed, and assisted in transforming their world. Through epistemological

exchanges, evaluators and stakeholders are expected to arrive at positions that are richly and

deeply informed, factual, sophisticated, and nuanced.

Questions

The questions addressed in constructivist studies cannot be determined independently of

participants’ interactions. Questions emerge in the process of formulating and discussing the

evaluation’s purpose and the program’s rationale, planning the schedule of discussions, and

obtaining various stakeholders’ initial views of the program to be evaluated. The questions

develop further over the course of the approach’s hermeneutic and dialectic processes.

Questions may or may not cover the full range of issues involved in assessing something’s merit

and worth. The set of questions to be studied is never given in advance nor, after identification,

considered fixed.

Methods

The constructivist methodology is first divergent, then convergent. Through the use of

hermeneutics, the evaluator collects and describes alternative individual constructions per-

taining to an evaluation question or issue, ensuring that each depiction meets with the

respondent’s approval. Communication channels are kept open throughout the inquiry pro-

cess, and all respondents are encouraged and facilitated to make their inputs and are kept

apprised of all aspects of the study. The evaluator then moves to a dialectic process aimed

at achieving as much consensus as possible among different constructions. Respondents are

provided with opportunities to review the full range of constructions along with other relevant

information. The evaluator engages the respondents in a process of studying and contrasting

existing constructions, considering relevant contextual and other information, reasoning out

the differences among the constructions, and moving as far as they can toward a consensus.

The constructivist evaluation is, in a sense, never ending. There is always more to learn, and

finding ultimately correct answers is considered impossible.

Pioneers

As already noted, Guba and Lincoln (Guba, 1978; Guba & Lincoln, 1981, 1989; Lincoln, 2003,

2005; Lincoln & Guba, 1985, 2004) are pioneers in applying the constructivist approach to

program evaluation. Harbans Bhola (1998), a disciple of Guba, has extensive experience in

applying the constructivist approach to evaluating programs inAfrica. In agreementwithGuba,

he has stressed that evaluations are always a function not only of the evaluator’s approach and

interactions with stakeholders but also of his or her personal history and outlook. Thomas

A. Schwandt (1984, 1989), a student of Guba, has written extensively about the philosophical

underpinnings of constructivist evaluation. Further, Fetterman’s empowerment evaluation

approach (2004, 2005) is closely aligned with constructivist evaluation, in that it seeks to

engage and serve all stakeholders, especially those with little influence. However, there is a
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key difference between the constructivist and empowerment evaluation approaches. Whereas

the constructivist evaluator retains control of the evaluation and works with stakeholders to

develop a consensus, the empowerment evaluator gives away authority over the evaluation to

stakeholders while serving in a technical assistance role. This important distinction is a main

reason why we classified empowerment evaluation as a type of pseudoevaluation.

Use Considerations

The constructivist approach can be applied usefully when evaluator, client, and stakeholders in

a program fully agree that the approach is appropriate and pledge that they will cooperate. They

should reach agreement on an understanding of what the approach can and cannot deliver.

They need to accept that questions and issues to be studied will unfold throughout the pro-

cess. They also should be willing to receive ambiguous and possibly contradictory findings,

reflecting stakeholders’ diverse perspectives. They should know that the shelf life of the

findings is likely to be short (not unlike how it is with any other evaluation approach, but clearly

acknowledged in the constructivist approach). They also need to value qualitative information

that largely reflects the variety of stakeholders’ perspectives and judgments. However, they

should not expect to receive definitive pretest-posttest measures of outcomes or statistical

conclusions about causes and effects. Although these persons can hope to achieve a consensus

in the findings, they should agree that such a consensus might not emerge and that in any case,

such a consensus would not necessarily generalize to other settings or time periods.

The approach rescinds any special privilege of scientific evaluators to work in secret

and control or manipulate human subjects. In guiding the program evaluation, the evaluator

balances verification with a quest for discovery, balances rigor with relevance, and balances

the use of quantitative methods with the use of qualitative methods. The evaluator also prefers

to provide rich and deep description rather than precise measurements and statistics. He or

she employs a relativistic perspective to obtain and analyze findings, stressing locality and

specificity over generalizability. The evaluator posits that ultimately there can be no correct

conclusions. He or she exalts openness and the continuing search for more informed and

illuminating constructions.

Guba and Lincoln (1989) have presented a set of criteria for judging constructivist evalua-

tions that are analogous to scientific standards of rigor, validity, and value. The constructivist

versions are credibility or trustworthiness, transferability beyond the studied context, depend-

ability or reliability, and confirmability of data and data sources (see also Coryn, 2007b). One

thrust of these criteria is that an evaluation’s trustworthiness and utility are to be judged from

the perspectives of the users of evaluation reports. Also, data are to be traced to their source

and verified (for example, via member checks), and conclusions are to be assessed for logic,

plausibility, and reasonableness.

In addition to these fairly standard criteria of sound inquiry, Lincoln and Guba (1985) have

presented others that are intrinsic to constructivist evaluation. Called “authenticity criteria,”

they are balance and fairness in the evaluation report (Do evaluation reports present program

strengths as well as weaknesses and fairly represent the views of all stakeholders?), ontological
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authenticity (Did the evaluation help stakeholders understand their unconscious or unstated

beliefs and values?), educative authenticity (Did the evaluation help stakeholders understand

each other’s perspectives and value positions?), catalytic authenticity (Did the evaluation

prompt stakeholders to take actions?), and tactical authenticity (Did the evaluator effectively

advocate for all stakeholders, including especially those with low levels of skill and influence?).

Strengths

This approach has a number of advantages. It is exemplary in fully disclosing the whole

evaluation process and its findings. It is consistent with the principle of effective change that

people are more likely to value and use an evaluation or any other change process if they are

consulted and involved in its development: an evaluator using this approach seeks to directly

involve the full range of stakeholders who might be harmed or helped by the evaluation as

important, empowered partners in the evaluation enterprise. It is said to be educative for

all the participants, whether or not a consensus is reached. It also lowers expectations for

what clients can learn about causes and effects. Although it does not promise final answers, it

moves from a divergent stage, in which there is a wide search for insights and judgments, to a

convergent stage, in which some unified answers are sought. In addition, it uses participants as

instruments in the evaluation, thus taking advantage of their relevant experiences, knowledge,

and value perspectives, thus greatly reducing the burden of developing, field-testing, and

validating information collection instruments before using them. The approach involves the

effective use of qualitative methods and triangulation of findings from different sources.

Weaknesses

The approach is, however, limited in its applicability and has some disadvantages. Its open-

ness and exploratory and participatory nature make it difficult to plan and budget for the

required extensive and time-consuming evaluation process. Because of the need for full

stakeholder involvement and ongoing interaction through both the divergent and conver-

gent stages, it is often difficult to produce the timely reports that funding organizations

and decision makers demand. Furthermore, if the approach is to work well, it requires

the attention and responsible, continued participation of a wide range of stakeholders. The

approach seems to be unrealistically utopian in this regard: widespread, grassroots interest

and participation are often hard to obtain and especially to sustain throughout a program

evaluation. Although the process emphasizes and promises openness and full disclosure,

some participants do not want to tell their private thoughts and judgments to the world.

Moreover, stakeholders sometimes are poorly informed about the issues being addressed

in an evaluation and thus are poor data sources. All stakeholders are considered key data

collection instruments in constructivist evaluations, but it is impractical to calibrate them to

ensure they will carefully formulate and report valid observations and judgments. It can be

unrealistic to expect that the evaluator can and will take the needed time to inform and then

meaningfully involve thosewhobegin basically ignorant of the programbeing assessed. Further-

more, constructivist evaluations can be greatly burdened by itinerant evaluation stakeholders
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who come and go, reopen questions previously addressed, and question any consensus

previously reached.

There is the further issue that some evaluation clients do not take kindly to evaluators

who are likely to report competing, perspectivist answers and not take a stand concerning a

program’s merit and worth. Many clients are not attuned to the constructivist philosophy, and

they may value reports that mainly include hard data on outcomes, assessments of statistical

significance, and calibrated judgments. They may expect reports to be based on relatively

independent perspectives that are free of program participants’ conflicts of interest. Because

the constructivist approach is a countermeasure to assigning responsibility for successes and

failures in a program to certain individuals or groups, many policy boards, administrators, and

financial sponsorsmight see this as an unworkable and unacceptable rejection of accountability.

Finally, it is easy to say that all persons in a program should share the glory or the disgrace; but

try to tell this to an exceptionally hardworking and effective teacher in a school program in

which virtually no one else tries or succeeds.

Approach 20: Deliberative Democratic Evaluation

One of the most recent entries in the program evaluation models enterprise is the deliberative

democratic evaluation approach advanced byHouse andHowe (2000a, 2000c, 2003) andHouse

(2004, 2005). The approach functions within an explicit democratic framework and expects

evaluators to uphold democratic principles in reaching defensible conclusions (Ryan, 2004,

2005). In this approach, program evaluation is envisioned as a principled, influential societal

institution, contributing to democratization through the issuance of reliable and valid claims.

Advance Organizers

The advance organizers of deliberative democratic evaluation are seen in its three main

dimensions: democratic participation, dialogue to examine and authenticate stakeholders’

inputs, and deliberation to arrive at a defensible assessment of a program’s merit and worth.

House andHowe (2000a, 2000c, 2003) have deemed all three dimensions essential in all aspects

of a sound program evaluation.

In the democratic dimension, the evaluator proactively identifies and arranges for the

equitable participation of all interested stakeholders throughout the course of the evaluation.

Equity is stressed, and power imbalances inwhich the views of powerful parties would dominate

the evaluation message are not tolerated. In the dialogic dimension, the evaluator engages

stakeholders and other audiences to assist in compiling preliminary findings. Subsequently, the

collaborators seriously discuss anddebate the draft findings to ensure that noparticipant’s views

aremisrepresented. In the culminating deliberative dimension, the evaluator honestly considers

and discusses with others all inputs obtained, but then renders what he or she considers a fully

defensible assessment of the program’s merit and worth. All interested stakeholders are given

voice in the evaluation, and the evaluator acknowledges their views in the final report, but he

or she may, in exercising professional discretion, express disagreement with some of them.
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The deliberative dimension sees the evaluator reaching a reasoned conclusion by reviewing all

inputs; debating them with stakeholders and others; reflecting deeply on all the inputs; and

then reaching a defensible, well-justified conclusion.

Purposes

The purpose of the approach is to employ democratic participation in the process of arriving

at a defensible assessment of a program.

Sources of Questions

The evaluator determines the evaluation questions to be addressed, but does so through

dialogue and deliberation with engaged stakeholders.

Questions

Presumably, the bottom-line questions concern judgments about the program’s merit and its

worth to stakeholders.

Methods

Methods employedmay include discussions with stakeholders, surveys, and debates. Inclusion,

dialogue, and deliberation are considered relevant at all stages of an evaluation: inception,

design, implementation, analysis, synthesis, write-up, presentation, and discussion. House and

Howe (1998) presented the following ten questions for assessing the adequacy of a deliberative

democratic evaluation:

• Whose interests are represented?

• Are major stakeholders represented?

• Are any excluded?

• Are there serious power imbalances?

• Are there procedures to control imbalances?

• How do people participate in the evaluation?

• How authentic is their participation?

• How involved is their interaction?

• Is there reflective deliberation?

• How considered and extended is the deliberation?

Pioneers

Ernest House is the originator of this approach. He and Kenneth Howe have said that many

evaluators already implement their proposed principles, and have pointed to a monograph by
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Karlsson (1998) to illustrate their approach. They also have referred to a number of authors who

have proposed practices that at least in part are compatible with the deliberative democratic

approach.

Use Considerations

The approach is applicable when a client agrees to fund an evaluation that requires democratic

participationof at least a representative groupof stakeholders.The fundingagentmust therefore

be willing to give up sufficient power to allow inputs from a wide range of stakeholders,

early disclosure of preliminary findings to all interested parties, and opportunities for the

stakeholders to play an influential role in reaching the final conclusions. A representative group

of stakeholders must be willing to engage in open and meaningful dialogue and deliberation at

all stages of the study.

Strengths

The approach has many advantages. It is a direct attempt to make evaluations just. It

involves the pursuit of democratic participation of stakeholders at all stages of the evaluation,

ideally incorporating the views of all interested parties, including insiders and outsiders,

disenfranchised persons and groups, as well as those who control the purse strings. Meaningful

democratic involvement should direct the evaluation to the issues that people care about

and make stakeholders inclined to respect and use the evaluation findings. The deliberative

democratic evaluator employs dialogue to examine and authenticate stakeholders’ inputs. A

key advantage over some other advocacy approaches is that in this case the evaluator expressly

reserves the right to rule out inputs that are considered incorrect or unethical. The evaluator is

open to the views of all stakeholders, carefully considers them, but then renders a professional

judgment of the program that is as defensible as possible. He or she does not leave the

responsibility for reaching a defensible final assessment to a majority vote of stakeholders,

some of whom are sure to have conflicts of interest and be uninformed or misinformed; nor

does he or she necessarily leave that responsibility to the client. In rendering a final judgment,

the evaluator ensures closure and an independent arrival at his or her own conclusions.

Weaknesses

As House and Howe (1998, 2003) have acknowledged, the deliberative democratic approach,

pending further development and testing, is unrealistic and often cannot be fully applied.

The approach—in offering and expecting full democratic participation to make an evaluation

work—reminds us of a colleague who used to despair of ever changing or improving higher

education. He would say that changing any aspect of a university would require getting every

professor to withhold her or his veto. In view of the ambitious demands of the deliberative

democratic approach, House and Howe have proposed it as an ideal to be kept in mind,

although evaluators will seldom, if ever, be able to achieve it.
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Approach 21: Transformative Evaluation

The final entry in the social agenda and advocacy evaluation approaches is transformative

evaluation, which largely has been developed by Donna Mertens (1999, 2001, 2003, 2005b,

2007a, 2009; Mertens, Farley, Singleton, &Madison, 1994; Ryan, Greene, Lincoln, Mathison, &

Mertens, 1998).

Advance Organizers

Although there are no clearly delineated advance organizers, broadly, the transformative

paradigm is a philosophical framework for addressing issues of social justice, such as distributive

justice and equity theory (see T. R. Tyler, Boeckmann, Smith, & Huo, 1997), through research

and evaluation. It is grounded in multiple ideologies (feminism, participatory action re-

search, resilience theory, positive psychology, critical race theory, and others) and is premised

on the proposition that all knowledge claims are situational. One of the major principles

underlying transformative evaluation is belief in the strength that often is overlooked in the

grass roots of communities attempting to rectify intractable social problems.

Purposes

Historically, the transformative paradigm arose, in part, to address the growing dissatisfaction

of feminists and critical theorists with the reality that the majority of sociological and

psychological theory was developed by white males and based on studies of males (Gilligan,

1982). Given that the transformative evaluation approach recognizes the situational nature

of knowing and knowledge claims, it would appear, on the surface, that it shares certain

characteristics with constructivist evaluation, including the purpose of social justice.

Mertens (2005a), however, made a clear distinction between the two:

The constructivist paradigm has been criticized not only by positivists and post-positivists,

but also by another group of researchers representing a third paradigm of research:

the transformative paradigm . . . .Transformative researchers argue that the constructivist

paradigm did change the rules; however, it did not change the nature of the game.

Constructivist researchers still consist of a relatively small group of powerful experts

doing work on a larger number of relatively powerless research subjects. The trans-

formative paradigm directly addresses the politics in research by confronting social

oppression . . . [T]ransformative researchers go beyond the issue of the powerful sharing

power with the powerless and relinquish control to the marginalized groups. (pp. 16–17)

Despite these differences, transformative evaluation is similar to constructivist evaluation

in that both recognize the existence of multiple realities and ways of knowing. But unlike

constructivist evaluation, the transformative evaluation approach places a special empha-

sis on the influence of societal, political, cultural, economic, ethnic, gender-related, and
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disability-related values in constructing reality (Tarsilla, 2010a). “In addition, it emphasizes

that that which seems ‘real’ may instead be reified structures that are taken to be real because

of historical situations” (Mertens, 2005a, p. 23).

Sources of Questions

In transformative evaluation, the relationship between the evaluator and program participants

is interactive. Further, the relationship should be empowering to those without power, and

the evaluator should consider ways in which the evaluation benefits, or does not benefit,

participants. Under this approach, it is an ethical imperative that inequalities be addressed by

giving precedence to the voice of the least advantaged groups in society (Mertens, 2007a). Such

groups thus are the key sources of questions for transformative evaluations.

Questions

Under this approach there are no illustrative, typical questions that can be identified in advance.

The questions addressed by a transformative evaluation are determined by the marginalized

groups who need to be served by the subject program. Such determinations require intense,

sustained interactions between the evaluator and representatives of all segments of the overall

group of stakeholders.

Methods

The transformative approach is methodologically pluralistic, and Mertens and many others

(2005a, 2007b; see also Creswell & Plano Clark, 2007; Greene, 2007; Tashakkori & Teddlie,

2003) generally have advocated the use of mixed methods of inquiry, drawing from the

repertoire of both the quantitative and qualitative traditions, in executing such evaluations.

Pioneers

Mertens (1999, 2001, 2003, 2005b, 2007a, 2009) is clearly the leader of the transformative

movement in evaluation.Although shehas led thedevelopmentof the transformative evaluation

approach, however, many, both inside and outside of evaluation, have influenced her views

(see Mathison, 2005b).

Use Considerations

In designing and implementing a transformative evaluation, it is viewed as essential to include

participants in all stages of the evaluation: planning, conduct, analysis, interpretation, and use

of findings. Participants in such evaluations are not merely sources of information, but rather

voices to be included in the entire evaluation process. In addition, transformative evaluation

requires that evaluators be culturally competent (Mertens, 2005a; see also Evergreen &

Cullen, 2010; Evergreen & Robertson, 2010; Tarsilla, 2010b; Thompson-Robinson, Hopson,

SenGupta, 2004).
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Strengths

The social justice emphasis in transformative evaluation is laudable, as is the call for evaluators

to develop and apply cultural competence. Mertens (personal communication, April 12, 2011)

pointed to Gunter and Rayner (2007); Habashi and Worley (2009); Hodgkin (2008); and

Mertens, Harris, Holmes, and Brandt (2007) as exemplars of transformative research and

evaluation in practice.

Weaknesses

As with the constructivist evaluation approach, transformative evaluation is likely to have

limited credibilitywith some stakeholder groups.Whereas the disenfranchised groups probably

would endorse the approach and its fairness to them, other important stakeholder groups,

such as funders and the public at large, might view such studies as being too much under the

control of particular stakeholder interest groups rather than professional evaluators. It may be

hard to convince report recipients that an evaluation was sufficiently rigorous and unbiased

for its findings to be taken seriously and used. Also, those responsible for program funding

and oversight might question whether the transformative evaluation has fully, accurately, and

effectively addressed typical evaluative questions concerned with such matters as assessed

needs of targeted beneficiaries, documentation and assessment of program execution, program

costs, and identification and assessment of program side effects as well as main effects.

Clearly, the transformative evaluation approach has addressed an important gap in the

theory and practice of program evaluation. But like all other approaches, it carries significant

limitations.

Summary

The four social agenda and advocacy evaluation approaches reviewed in this chapter are

responsive or stakeholder-centered evaluation, constructivist evaluation, deliberative demo-

cratic evaluation, and transformative evaluation. They share the seeking of social justice

through evaluation. All four approaches require extensive, sustained efforts to engage stake-

holders in the evaluation process; they tend to favor the use of qualitative methods; and,

with the exception of deliberative democratic evaluation, they embrace relativism and reject

an objectivist perspective. Their shared strengths are their stress on engaging all stake-

holders and their strong orientation to social justice. Their shared weaknesses have to do

with problems of feasibility—for example, trouble sustaining full participation of all stake-

holders throughout an evaluation process, difficulties in contracting for a loosely projected

evaluation process, and many clients’ insistence on obtaining bottom-line conclusions about

a program’s merit and worth. Although the four approaches are not exhaustive of social

agenda and advocacy approaches, we think they represent such approaches’ main themes.

Overall, they provide valuable direction for evaluators who seek to meaningfully engage stake-

holders and to pursue social justice through evaluations, while maintaining integrity in the

evaluation work.
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Space limitations precluded our inclusion of such other social agenda and advocacy

entries as appreciative inquiry (Cooperrider & Whitney, 2005; Grant & Humphries, 2006;

Preskill, 2005; Preskill & Catsambas, 2006; Preskill & Coghlan, 2003); critical theory evaluation

(Freeman, 2010; MacNeil, 2005); feminist evaluation (Seigart, 2005; Seigart & Brisolara, 2002);

illuminative evaluation (Hamilton, 2005); and approaches concernedwith lesbian, gay, bisexual,

and transgender issues (Cassaro, 2005). We also excluded consideration of the empowerment

evaluation approach (Fetterman, 2005). Although empowerment evaluation clearly is a social

agenda and advocacy approach, as explained in Chapter 5, we think it crosses the line into the

pseudoevaluation category.

REVIEWQUESTIONS

1. What is the core mission of social agenda and advocacy approaches to evaluation?

2. What is meant by the claim that social agenda and advocacy approaches to evaluation

have an affirmative action orientation?

3. What are two particular threats to the validity of social agenda and advocacy evaluations,

and what are the sources of these potential shortcomings?

4. What are two main virtues of social agenda and advocacy evaluation approaches?

5. List two particular questions—reflecting the potential weaknesses of deliberative demo-

cratic evaluation—that should receive special attention in conducting a metaevaluation

of an application of this approach.

6. What are the similarities and differences between the four social agenda and advocacy

approaches in regard to whether an evaluator should reach a bottom-line judgment of a

program’s value?

7. What reasonsaregiven in this chapter for referring to responsiveevaluationas “stakeholder

centered”?

8. What are two sharp disagreements between Scriven’s consumer-oriented evaluation

approach and Stake’s responsive or stakeholder-centered evaluation approach?

9. Constructivist evaluation rejects the principles of any aspect of experimental design.

Assess the extent to which Guba and Lincoln have provided alternative procedures for

ensuring rigor in a constructivist evaluation.

10. Why was the transformative approach created, and what are its unique features?

Group Exercises

Exercise 1

Suppose that your group has been approached by a city manager to evaluate a special parks and

recreationprogram.Assumethat thecitymanagerknowsabout responsiveevaluationandwants

the evaluation to follow this approach.Hehas askedyou toprovide a cross-sectionof community
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members, including members of the city council, with an orientation. The meeting’s purposes

would be to orient the interested community members to the tenets of responsive evaluation

and solicit their support and participation.What main points would you present? In particular,

how would you advance and defend the notion that the evaluation will be pluralistic and rela-

tivistic? Also, how would you define the roles of children, parents, program staff, city govern-

ment officials, and other stakeholders in planning, conducting, and reporting and using findings

from this evaluation?Howwould you explain the specific responsibilities that the various stake-

holderswill beexpected to fulfill?Howwouldyourespondtoacharge that theapproach isheavily

prone to bias and is unlikely to produce clear, trustworthy, actionable findings?

Exercise 2

Suppose, following your presentation in response to exercise 1, that the community’s mayor

steps in to reject, or at least ignores, what she has heard. On the advice of one of her staff

members, she proposes that the evaluation employ House’s deliberative democratic approach

instead of Stake’s responsive approach. She then boldly states her preferences for the projected

evaluation as follows:

• The evaluators should deliver their report only to the city council.

• The reported conclusions should be grounded in objective information shown to be reliable

and valid.

• The evaluation should assess the extent to which the subject program is more effective

than similar programs.

• The report should present a clear conclusion on the program’s success and its superiority

to one or more similar programs.

• The criteria for program success should be the program’s stated objectives.

• The report should contain clear recommendations for continuing or terminating the

program.

• The overall evaluation should be based on a fixed-price contract and confined to delivering

a single final report within six months.

From the perspective of supporting the city manager’s desire for an evaluation with

significant stakeholder engagement and buy-in, how would you respond to the mayor’s hard

line on requiring a very different type of evaluation that she assumes could be conducted

according to the requirements of deliberative democratic evaluation?
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CHAPTER 9

ECLECTIC EVALUATION APPROACHES

LEARNING OBJECTIVES

In this chapter you will learn about the

following:

• The central features of eclectic

approaches to evaluation

• The identity and developers of two

eclectic approaches:

utilization-focused evaluation and

participatory evaluation

• Key characteristics, strengths, and

weaknesses of each of the two

approaches

• Key considerations in applying each of

the two approaches

Overview of Eclectic Approaches

Some evaluation theorists have made no commitment

to any particular evaluation philosophy, methodological

approach, or social mission. Instead, they have advanced

pragmatic approaches that involve drawing fromand selec-

tively applying ideas and procedures from a wide range of

other evaluation approaches. Proponents of these eclectic

evaluation approachesholdnoallegiance to any recognized

school of evaluation thought and its adherents, but select

such doctrines as they wish from various schools and apply

them to the study at hand. Eclectic evaluation theorists

derive ideas, style, or taste from a broad and diverse range

of sources. Their approaches are designed to accommodate

the needs and preferences of a wide range of evaluation

clients and evaluation assignments, often with the express

aim of examining a programunconstrained by the parame-

ters of a single model or approach. Accordingly, evaluators

following eclectic approaches employwhatever philosoph-

ical base, conceptual framework, and procedures may be

conducive to achieving particular evaluation objectives

and fulfilling the desires of particular evaluation clients.

Evaluators following an eclectic approach on different

occasions may conduct a case study, a randomized experi-

ment, a responsive evaluation, an objectives-based study, a

decision-oriented evaluation, a connoisseurship study, or

something else. More likely, they will selectively employ

elements of several evaluation approaches for any given

study. The eclectic evaluation approaches discussed in this

chapter are distinguished from pseudoevaluations because

the former are committed to satisfying criteria of technical

soundness, whereas the latter are not.
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Among the eclectic evaluation approaches discussed in the evaluation literature areOwen’s

evaluation forms approach (2004, 2006; Owen&Rogers, 1999); the cluster evaluation approach

employed by the W. K. Kellogg Foundation (Millett, 1995; Russon, 2005; J. R. Sanders, 1997);

Patton’s utilization-focused evaluation approach (1997, 2003, 2004, 2005b, 2008); and various

participatory forms of evaluation (Cousins, 2003; Cousins & Earl, 1992; Cousins & Whitmore,

1998; King, 2005; Whitmore, 1998).

In his evaluation forms approach, Owen (2004, 2006; Owen & Rogers, 1999) drew from

the writings of Alkin (1985) on decision uses of evaluation; Scriven (1980) on the logic of

evaluation and values clarification; Weiss (1983) and Guba and Lincoln (1989) on stakeholder

involvement; Patton (1997) on the use of findings; Rossi and Freeman (1993) on tailoring

evaluation methods; and Stufflebeam (1983) for an adaptation of the context, input, process,

and product (CIPP) model to provide a general classification of evaluation types.

The W. K. Kellogg Foundation spawned its cluster evaluation approach to effect collab-

orative study of clusters of its funded projects. This approach involves meetings of project

evaluators, application of group process techniques, and use of a variety of data collection and

synthesis procedures. The aim of cluster evaluation is to facilitate collaboration across similar

projects, promoting the selection and use of common procedures to identify outcomes across

the projects. Clearly the foundation was seeking an efficient way to evaluate and learn from

groups of similar projects within its large portfolio of projects.

The most highly developed and widely used of the eclectic evaluation approaches are

Patton’s utilization-focused evaluation (1997, 2008) and practical participatory evaluation as

advocated by Cousins (2003; Cousins & Earl, 1992; Cousins & Whitmore, 1998). Evaluators

employing either of these approaches draw from the full range of evaluation concepts and

methods and use whatever is deemed relevant to securemeaningful use of findings in particular

evaluations. In this chapter we offer extended discussions of utilization-focused evaluation and

participatory evaluation as exemplars of eclectic evaluation approaches.

Approach 22: Utilization-Focused Evaluation

The utilization-focused approach is explicitly geared to ensuring that program evaluations

make an impact (Patton, 1997, 2008). It is a process for making choices to guide an evaluation

study in collaboration with a targeted group of priority users, selected from a broader set

of stakeholders, in an effort to focus effectively on their intended uses of the evaluation. All

aspects of a utilization-focused program evaluation are chosen and applied to help the targeted

users obtain and make appropriate use of evaluation findings, and to maximize the likelihood

that they will do so. Such studies are judged more for the difference they make in improving

programs and influencing decisions and actions than for their elegance or technical excellence.

Michael Patton, this approach’s primary developer, has argued that no matter how good an

evaluation report is, if it only sits on the shelf gathering dust, it will not contribute positively to

program improvement and accountability.

In deciding where to place Patton’s evaluation approach within the category system

used in this book, it became clear that it does not fit exclusively in the quasi-evaluation
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category, improvement- and accountability-oriented category, or social agenda and ad-

vocacy category. At first glance, the approach seems to fit quite well in the social agenda

and advocacy category. It requires democratic participation of a targeted (but not necessarily

representative) group of stakeholders whom it empowers to determine the evaluation questions

and information needs. In this regard, the evaluator engages the audience to set the agenda for

the evaluation to increase the likelihood that the findings will be used. However, utilization-

focused evaluators do not necessarily advocate any particular social agenda, such as affirmative

action to right injustices and better serve the poor. Although the approach is in agreement

with the improvement- and accountability-oriented approaches in regard to guiding decisions,

promoting impacts, and invoking the program evaluation standards of the Joint Committee on

Standards for Educational Evaluation (1994, 2011), it does not quite fit there. It does not, for

example, require assessments of merit and worth. In fact, Patton essentially has said that his

approach is pragmatic and adaptable. In the interest of getting findings used, he will draw on

any legitimate approach to evaluation, leaving out any parts that might impede the findings’

intended use. For these reasons, we place utilization-focused evaluation in the eclectic category

and see it as the prime example of such evaluation approaches.

Advance Organizers

The advance organizers of utilization-focused program evaluations are, in the abstract, the

possible users and uses to be served.Working from this initial conception, the evaluator moves

as directly as possible to identify in concrete terms the actual users to be served. Through

careful and thorough analysis of stakeholders, the evaluator identifies the multiple and varied

perspectives and interests that should be represented in the study. He or she then selects a

group that is willing to pay the price of substantial involvement and represents the program’s

stakeholders. The evaluator then engages members of this client group to clarify why they need

the evaluation; how they intend to apply its findings; how they think it should be conducted; and

what types of reports (for example, oral, printed) should be provided. He or she facilitates users’

choices by supplying a menu of possible uses, types of information, and forms of reports for

the evaluation. This is done not to supply the choices, but to help the client group thoughtfully

focus and shape the study.

Among the possible uses of evaluation findings contemplated in this approach are

assessment of merit and worth, improvement, and generation of knowledge. Proponents of

this approach also value the evaluation process itself, seeing it as helpful in enhancing shared

understandings among stakeholders, bringing support to a program, promoting participation

in it, and developing and strengthening organizational capacity. According to Patton (2008),

when the evaluation process is sound and functional, a printed final report may not be needed.

Purposes

In deliberating with intended users, the evaluator emphasizes that the program evaluation’s

purpose must be to give them the information they need to fulfill their objectives. Such

objectives may include socially valuable aims, such as combating problems of illiteracy, crime,
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hunger, homelessness, unemployment, child abuse, spouse or partner abuse, substance abuse,

illness, alienation, discrimination, malnourishment, pollution, or bureaucratic waste. However,

it is the targeted users who determine the program to be evaluated, what information is

required, how and when it must be reported, and how it will be used. Patton (2008) explicitly

has not sold his approach as one aimed particularly at righting social wrongs, because he leaves

evaluation objectives and outcomes to the client and users.

Sources of Questions

Orienting questions for a utilization-focused evaluation typically include, but are not limited to,

• What decisions, if any, are evaluation findings expected to influence?

• When will decisions be made, and by whom?

• When must evaluation findings be presented to be timely and influential?

• What is at stake in the decisions, and for whom?

• What controversies or issues surround the decisions?

• What are the history and context of the decision-making process?

• What other factors (values, politics, personalities, promises already made) will affect

decision making?

• To what extent has the outcome of the decision already been determined?

• What data and findings are needed to support decision making?

• How will we know afterward if the evaluation was used as intended?

In this approach, the evaluator essentially serves as the intended users’ technical assistant.

Among other roles, he or she is a facilitator of stakeholders’ decision making. The process of

identifying and aiding relevant decision makers and those who will use information garnered

from the evaluation is basic to utilization-focused evaluation, which is very much a participant-

oriented approach. Patton (2008) has stated, however, that the evaluation should meet the full

range of professional standards for program evaluations, not just the requirement of utility.

It is hard for us to see how this aim is to be achieved, because the evaluator gives so much

authority to users of the evaluation. His response is that the evaluator must be an effective

negotiator, standing on principles of sound evaluation but working hard to gear a defensible

program evaluation to the targeted users’ evolving needs. The utilization-focused evaluation is

considered situational and dynamic. Depending on the circumstances, the evaluator may play

any of a variety of roles: trainer, planner, negotiator, facilitator, measurement expert, internal

colleague, external expert, analyst, spokesperson, or mediator.

Questions

The evaluator works with the targeted users to determine the evaluation questions. Such

questions are to be stipulated locally, may address any of a wide range of concerns, and
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probably will change over time. Example foci are processes, outcomes, impacts, costs, and

benefits. The chosen questions are kept at the forefront and provide the basis for guiding

information collection and the reporting of plans and activities, so long as users continue to

value and pay attention to the questions. Often, however, the evaluator and client group will

adapt, change, or refine the questions as the evaluation unfolds.

Methods

All evaluationmethods are fair game in a utilization-focused program evaluation. The evaluator

will creatively employ whatever methods are relevant (quantitative and qualitative, formative

and summative, naturalistic and experimental, and so on). As much as possible, the utilization-

focused evaluator puts the client group in the driver’s seat in determining evaluation methods

to ensure that he or she focuses on their most important questions and employs me-

thods they trust; collects the appropriate information; applies the relevant values; answers the

key action-oriented questions; reports the information in such a form and at such a time as to

maximize use; convinces stakeholders of the evaluation’s integrity and accuracy; and facilitates

the users’ study, application, and—as appropriate—dissemination of findings. The bases for

interpreting evaluation findings are the users’ values, and the evaluator will engage in values

clarification to ensure that evaluative information and interpretations serve users’ purposes.

Users are actively involved in interpreting findings. Throughout the evaluation process, the

evaluator balances a concern for utility with provisions for validity and cost-effectiveness.

In general, the methodology of utilization-focused program evaluation is labeled “active-

reactive-adaptive” and “situationally responsive,” emphasizing that it evolves in response to

ongoing deliberations between evaluator and client group and in consideration of contextual

dynamics. Patton (1997) said,

Evaluators are active in presenting to intended users their own best judgments about

appropriate evaluation focus and methods; they are reactive in listening attentively and

respectfully to others’ concerns; and they are adaptive in finding ways to design evaluations

that incorporate diverse interests . . . whilemeeting high standards of professional practice.

(p. 383)

Pioneers

Patton (1980, 1982, 1994, 1997, 2004, 2005b, 2008) is the leading proponent of utilization-

focused evaluation. Other advocates of the approach are Alkin (1995, 2011); Cronbach and

Associates (1980); Davis and Salasin (1975); and the Joint Committee (1994, 2011).

Use Considerations

As defined by Patton, the approach has virtually universal applicability. It is situational and

can be tailored to meet any program evaluation assignment. It carries with it the integrity of

sound evaluation principles as defined inThe ProgramEvaluation Standards (Joint Committee,



Trim size: 7in x 9.25inStufflebeam c09.tex V2 - 08/06/2014 7:42am Page 218

218 CHAPTER 9–ECLECTIC EVALUATION APPROACHES

1994, 2011). Working within these general constraints, the evaluator negotiates all aspects

of an evaluation to serve the specific individuals who need to have the program evaluation

performed and who intend to make concrete use of the findings.

In utilization-focused evaluation the evaluator selects from the entire range of evaluation

techniques those that best suit the particular evaluation. And he or she plays any of a wide

range of evaluation and improvement-related roles that fit local needs. The approach requires a

substantial outlay of time and resources by all participants, for conducting both the evaluation

and the needed follow-through. Nonetheless, the methodological pluralism underlying the

approach is aimed directly at reflecting the multiple realities that constitute programs.

Strengths

The approach is geared towardmaximizing evaluation impacts. It fitswell with a key principle of

change: individuals are more likely to understand, value, and use the findings of an evaluation

if they were meaningfully involved in the enterprise’s planning and execution. As Patton

(1997) said, “By actively involving primary intended users, the evaluator is training users in use,

preparing the groundwork for use, and reinforcing the intended utility of the evaluation” (p. 22).

The evaluator engages stakeholders to determine the evaluation’s purpose and procedures and

uses their involvement to promote the use of findings. It bears mention that evaluators

using Patton’s approach address stakeholder involvement more realistically than do evaluators

employing some of the other evaluation approaches. Rather than trying to reach and work with

all stakeholders, evaluators work with a selected group of users who agree to become and stay

actively involved in the process. The approach emphasizes values clarification and paying close

attention to contextual dynamics. It may selectively involve any and all relevant evaluation

procedures, whether based on quantitative or qualitative methodology (or both), and findings

from different sources may be triangulated. One significant value of the approach is that it

may emphasize a formative role to foster and assist positive program development rather than

a summative one, the latter of which can stifle exploration and creativity in a program’s early

stages. Finally, proponents of this sophisticated and socially acceptable approach stress the

need to meet all relevant standards for evaluations.

Weaknesses

Patton (2008) sees the main limitation of the approach as the turnover of involved users.

Bringing in replacement users may require that the program evaluation be renegotiated. This

renegotiation may be necessary to sustain or renew the prospects for evaluation impacts, but

it can also derail or greatly delay the process. Furthermore, it is easy to say that this approach

should meet all of the program evaluation standards (Joint Committee, 1994, 2011), but it

is hard to see how this can be accomplished with any consistency. The approach seems to

be vulnerable to corruption by user groups, because they are given much control over what

will be looked at, the questions addressed, the methods employed, and the information to be
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collected. Moreover, it is often difficult to define and limit the user groups, the reasons for the

evaluation, and the audiences for any reports. Stakeholders with personal, biased priorities and

interests may unduly influence the evaluation, especially if they sustain active participation

while other stakeholders with different but legitimate points of view and interests do not

have time for sustained involvement. For example, a narrow interest group may limit the

evaluation to a subset of questions that is too narrow. It may be almost impossible to get a

representative group of users to agree to and follow through on a sufficient commitment of

time and safeguards to ensure an ethical, valid process of data collection, reporting, and use.

Moreover, effective implementation of this approach requires a highly competent, confident

evaluator who can approach any situation flexibly without compromising basic professional

standards. Strong skills of negotiation are essential, and the evaluator must possess expertise

in the full range of quantitative and qualitative evaluation methods, strong communication

and political skills, and working knowledge of all applicable standards for evaluations. Clearly,

such an evaluator must be capable of conducting a “quick study” to promptly grasp a

situation’s programmatic and social dynamics and needs. Unfortunately, not many evaluators

are sufficiently trained and experienced to meet these demanding requirements (Dewey,

Montrosse, Schröter, Sullins, & Mattox, 2008; King, Stevahn, Ghere, & Minnema, 2001;

Stevahn, King, Ghere, & Minnema, 2005).

Approach 23: Participatory Evaluation

Participatory forms of evaluation largely emerged from the action research and rapid rural

appraisal paradigms, among others, and were largely formalized as an evaluation approach in

the early 1980s (Brisolara, 1998; Brunner & Guzman, 1989; Chambers, 1992, 1994; Cullen,

2009). Philosophically, participatory evaluation’s concernwith participation is partly a response

to “questions posed by the critique of orthodox social science practice that emerged during the

1960s and 1970s” (Brisolara, 1998, p. 27); the approach is an extension of the more restrictive

stakeholder-centered evaluation (Bryk, 1983; Mark & Shotland, 1985).

Numerous terms have been used to describe participatory forms of evaluation, including

participatory rural appraisal, participatory action research, community-based participatory

research, and asset-based community development (Cullen & Coryn, 2011; Cullen, Coryn, &

Rugh, 2011); collaborative evaluation and inclusive evaluation (Owen, 2004; Rodriguez-

Campos, 2005; Ryan, Greene, Lincoln, Mathison, & Mertens, 1998); empowerment evaluation

(Fetterman, 1994, 2001, 2004, 2005); evaluation capacity building (Preskill & Russ-Eft, 2005;

Preskill & Torres, 1999a); and practical participatory evaluation and transformative partici-

patory evaluation (Cousins & Whitmore, 1998), among many others. Often these terms are

used interchangeably (Cullen, 2009; Cullen & Coryn, 2011; O’Sullivan & D’Agostino, 2002). As

Cousins and Whitmore (1998) noted, “For some, [participatory evaluation] implies a practical

approach to broadening participation in decision making and problem solving through sys-

tematic inquiry, for others, reallocating power in the production of knowledge and promoting
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social change” (p. 5). According to Cousins (2003), there is little consensus on what is meant

by participatory evaluation:

Participatory evaluation (PE) turns out to be a variably used and ill-defined approach to

evaluation that, juxtaposed to more conventional forms and approaches, has generated

much controversy in educational and social and human services evaluation. Despite a

relatively wide array of evaluation and evaluation-related activities subsumed by the

term, evaluation scholars and practitioners continue to use it freely often with only

passing mention of their own conception of it. There exists much confusion in the

literature as to the meaning, nature, and form of PE and therefore the conditions under

which it is most appropriate and the consequences to which it might be expected to

lead. (p. 245)

Cousins, Donohue, and Bloom (1996) developed a widely cited framework for differen-

tiating between different participatory forms of evaluation that was subsequently revised by

Cousins andWhitmore (1998), and later byWeaver and Cousins (2004). According to the orig-

inal framework, all participatory forms of evaluation can be classified along three dimensions:

control of the evaluation process, stakeholder selection for participation (Which stakeholders

are included in the evaluation?), and depth of participation (In what capacity do stakeholders

participate?).

Cullen et al. (2011) modified and extended the previously posited dimensions of the

participatory evaluation process, and proposed four distinguishing features of the approach.

The first, technical control, describes who is responsible for technical aspects of an evaluation

(that is, the evaluator, stakeholders, or some combination of both). The second, extent of

participation, describes the degree of participation by engaged stakeholders, ranging from

consultation to deep participation. The third, stakeholder group, describes who participates

(that is, selected users or all legitimate stakeholders). The final feature, phase of participation,

describes whether or in what specific phases of an evaluation stakeholders participate (that

is, during design, data collection, data analysis, interpretation, making recommendations,

reporting, and/or dissemination). Daigneault and Jacob (2009) have developed methods for

quantifying the degree of stakeholder participation in participatory forms of evaluation.

Interested readers should also refer to Fitzpatrick, Sanders, andWorthen (2011) for additional

details concerning the participatory evaluation approach.

Throughout this section, we mainly describe what Cousins and Whitmore (1998) have

labeled “practical participatory evaluation,” which predominately arose in theUnited States and

Canada and which tends to incorporate principles of organizational learning and development

(for example, Preskill, 1994). Cousins defined participatory evaluation as “applied social

research that involves a partnership between trained and practice-based decision makers,

organization members with program responsibility, or people with a vital interest in the

program” (Cousins & Earl, 1992, p. 399). At its core, participatory evaluation is characterized as

members of two different professional communities working in partnership) or a partnership

between someone who is trained in evaluation methodology and those who are not.
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Advance Organizers

The advance organizers of the participatory evaluation approach are neither particular meth-

ods nor particular questions, but rather the sometimes conflicting worldviews, experiences,

perspectives, and values of multiple stakeholder groups with the specific intent of promoting

buy-in, use of findings, and potential for change.

Notably, and again like Patton (1997, 2008) with his utilization-focused evaluation

approach, Cousins (2003, 2004a) has endorsed sound evaluation principles as defined in

The Program Evaluation Standards (Joint Committee, 1994, 2011) for participatory forms of

evaluation. Accordingly, he has placed a strong emphasis on these standards, including in

particular the requirement for stakeholder involvement during evaluation capacity–building

activities and throughout the evaluation process. Cousins also has endorsed the standards’

requirement of both internal and external formative and summative metaevaluations.

Purposes

Participatory forms of evaluation tend to emphasize program improvement rather than

summative judgments of merit and/or worth. Participatory evaluators promote improvement

by facilitating process use (changes in thinking and behavior and program or organizational

changes in procedures and culture that occur among those involved in evaluation, as a result

of the learning that occurs during the evaluation process); conceptual use (whereby no direct

action is taken based on an evaluation but understanding of a program has been affected); and

symbolic use (whereby themere existence of an evaluation, rather than any aspect of its results,

is used to persuade or to convince), rather than instrumental use (involving instances in which

evaluation knowledge is used directly). These forms of use, and others, are described in detail

by Cousins (2004a, 2004b, 2007); Johnson et al. (2009); and Patton (1997, 2008).

Sources of Questions

Clearly, the evaluation’s intended users are themain source of evaluation questions. Ultimately,

the participatory evaluator works collaboratively in partnership with a selected group of

intended users, and his or her tasks are to provide technical support and training and to

ensure and maintain quality control. As with utilization-focused evaluation, a major emphasis

of participatory evaluation is actively promoting the use of evaluation findings. However, the

latter typically involves a broader group of stakeholders than the former.

Questions

The types of questions that may be addressed are wide ranging, restricted in their content only

by the scope of the interests of the evaluation’s stakeholders.

Methods

Similar to Patton’s utilization-focused evaluation approach (1997, 2008), participatory forms of

evaluation promote use through the involvement of selected stakeholders and intended users
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throughout the entire evaluation process, based on the principle that including these groups

will increase evaluation buy-in and ultimately the likelihood of evaluation use.

Also as with Patton’s utilization-focused approach (1997, 2008), participatory evaluation

is methodologically flexible and pluralistic rather than narrow and singular in focus. That is,

the participatory evaluator draws from the entire range of available evaluation methods, which

often are determined in collaboration with selected stakeholders.

In doing so, the participatory evaluator frequently begins by identifying a selected group

of potential users and evaluation participants from a broad group of stakeholders. He or she

then engages this group to clarify why they need the evaluation; what their most important

questions or issues are; how they intend to apply findings; how they think the evaluation should

be conducted; how findings will be disseminated; and how the evaluation’s impact or program

improvement will be defined, measured, and judged.

To address each of these points, the participatory evaluator engages in a variety of eval-

uation capacity–building activities (workshops and trainings, situational analyses, facilitated

discussions between stakeholder groups, and so on). Then, or often simultaneously, the eval-

uator facilitates and guides the execution of the evaluation by providing selected stakeholders

with technical assistance throughout the entire process. All the while, the evaluator makes

a concerted effort to ensure technical quality and accuracy by guiding (but not necessarily

prescribing) question formulation; evaluation design; the choice of methods; data-gathering

strategies; appropriate analytic techniques and approaches; and clear, concise report writing.

Pioneers

J. Bradley Cousins is one of the most frequently cited, prolific, and influential theorists on

participatory evaluation, and the contemporary participatorymovement in evaluation is largely

attributed to his work (Cousins, 1996, 2003, 2004b; Cousins & Earl, 1992, 1995; Cousins &

Shulha, 2008;Cousins&Whitmore, 1998; Robinson&Cousins, 2004;Weaver&Cousins, 2004).

Strengths

Despite the numerous criticisms cited later, even many of the approach’s detractors acknowl-

edge its user-friendliness.Moreover, stakeholder participation is a part of nearly all evaluations.

King (2007), for example, argued that “to a certain extent all program evaluation is

participatory—evaluators must, after all, talk to someone when framing a study” (p. 83).

It is, however, how stakeholders engage in participatory evaluation that distinguishes the

participation inherent in the approach from more ordinary forms. Even so, in their research

on participatory evaluation, Cousins et al. (1996) and Cullen et al. (2011) have found that even

among those who self-identify as being participatory evaluators, the majority of their practices

tend to align more closely with forms of stakeholder-centered evaluation in which stakeholder

groups participate only to a limited degree. In addition, Cullen et al. found that evaluators

working in international development settings who self-identified as being participatory evalu-

ators frequently interpreted “interviewing stakeholders or gathering or eliciting other types of

information (e.g., recipients, government officials, implementing partners) as a legitimate form
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of participation” (p. 356). Cullen et al. argued that “this view treats the notion of participation

as essentially using stakeholders as sources of information or data” (p. 356).

Although others (Garaway, 1995; B. Levin, 1993; Mark & Shotland, 1985) have provided

various justifications for participatory forms of evaluation, Cousins et al. (1996) argued that

the approach’s main advantages are practical—it can be employed to obtain knowledge that is

likely to be used, to secure stakeholders’ buy-in, and to determine answers to questions

that are relevant to selected stakeholders. Cousins (1996) and Greene (1988a, 1988b) have

found that stakeholder participation, under ideal circumstances, enhances use of findings

without jeopardizing quality or credibility; that stakeholders involved in the process sometimes

develop an appreciation for and greater acceptance of evaluation, and gain skills associated

with systematic inquiry; and that the process produces affective changes (such as feelings of

self-worth) in participating stakeholders.

Weaknesses

Both proponents and critics have raised critical questions and concerns in regard to participa-

tory evaluation. As Brisolara (1998) noted,

One of the most frequent and serious charges leveled against PE [participatory evaluation]

is that PE violates a long-held evaluation principle (or tradition) by forsaking an objective-

as-possible stance for what some see as an inevitable slide into the stance of relativism.

(p. 34)

Another common criticism of participatory forms of evaluation relates to technical quality.

Some of the approach’s detractors assert that technical quality is diluted by placing many

decisions about evaluation methods and procedures into the hands of “nonexperts,” thereby

substantially reducing external credibility. On this point, Brisolara (1998) argued that “quality is

maintained [by evaluators] through means similar to those adopted by their non-participatory

colleagues—namely, evaluators remain responsible for ensuring the quality of methods and

evaluation activities, and their role as evaluation expert is central to their function” (p. 36).

Participatory evaluation brings risks and challenges that are different from those of more

traditional approaches, and its viability in practice (for example, when it comes to engaging

large numbers of stakeholders) also has been brought into question (King, 1998, 2004, 2005).

This concern about viability is especially salient when participatory evaluation is seen as

threatening by some stakeholders (usually those with extant decision making authority and

power) and when there is considerable stakeholder disengagement and apathy (Ryan et al.,

1998). Other concerns have to do with particular aspects of usefulness—for example, how

to define and identify program impacts and how to define the evaluator’s role in sharing or

giving away authority over decisions about designing, conducting, analyzing, and reporting

on evaluations. Finally, Brisolara (1998) argued that participatory evaluation is “more of an

implementation strategy . . . or community development ‘dressed up’ . . . than an evaluation

approach” (p. 35).
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Summary

In this chapter we have defined and discussed two eclectic evaluation approaches. An evaluator

using an eclectic evaluation approach selectively borrows concepts and methods from the full

range of legitimate evaluationmodels and approaches tomeet the evaluation needs of particular

stakeholder groups. Although the evaluation literature contains a wide range of eclectic

evaluation approaches, this chapter concentrated on Patton’s utilization-focused approach

and Cousins’s participatory approach. Among the unique characteristics of Patton’s app-

roach is its central focus on effectively addressing the intended uses of an evaluation for a

selected group of intended users. Cousins’s approach also is focused on serving stakeholders,

but it is not restricted to serving a predefined group. Both approaches look to the stake-

holders for direction in selecting evaluation questions and methods, and both require that

evaluations meet the standards of the evaluation profession. The main difficulties with both

approaches are in sustaining the involvement of stakeholders and ensuring that empowered

stakeholders do not compromise the evaluation’s rigor. Interested readers may also wish to

pursue the referenced readings on Owen’s evaluation forms approach (2004) and the W. K.

Kellogg Foundation’s approach (Council on Foundations, 1993; Millett, 1995, 1996).

REVIEWQUESTIONS

1. What features of Patton’s utilization-focused evaluation approach led us to classify it as

eclectic?

2. What features of the participatory evaluation approach led us to classify it as eclectic?

3. How did Patton conceive of the users to be served by a utilization-focused evaluation?

4. What are the advance organizers of the utilization-focused approach to evaluation?

5. What are the main elements of the evaluator’s role in a participatory evaluation?

6. To what extent does Patton require that a utilization-focused evaluation serve socially

valuable aims, such as combating social problems?

7. What is Patton’s position in regard to the necessity of utilization-focused evaluations’

fulfilling the requirements of the Joint Committee’s program evaluation standards, and

what do you think Pattonwould cite as themost important standard or criterion for judging

a utilization-focused evaluation?

8. What does Patton mean by the active-reactive-adaptive method of utilization-focused

evaluation?

9. What do we cite as the main limitations of participatory evaluation?
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Group Exercises

This section is designed to support group discussion of key issues addressed in this chapter.

Each exercise summarizes a particular case, then provides instructions for the group’s analysis

of and response to the case. After your group’s members have read an exercise, engage in

discussion to arrive at your group’s response to the particular assignment.

Exercise 1

The managing director of a chain of sporting goods stores extending throughout New Zealand

recently faced a stormy special meeting of shareholders as an outcome of a dismal forecast of

annual profits for the ensuing three years. Among her responses to other demands from the

meeting, she agreed that a completed survey and an assessment of the organization’s functions

would occur forthwith, and that a report would be furnished first to the board and then to

shareholders at another special meeting within nine months. Those at the meeting also made

it abundantly clear that the managing director’s job would be on the line if the assessment

findings indicated that she had been remiss in her leadership, decision making, and vision for

the organization.

The managing director pondered her options. She could view the exercise simply from

a financial perspective, enlisting the aid of the organization’s firm of accountants, supported

by the organization’s auditors. But she knew that this would inevitably lead to drastic cost

cutting, including a further reduction in staff (particularly at the middle-management level),

a situation difficult to contemplate because a similar ploy three months earlier had led to

falling staff morale at all stores. Or she could try to examine the real causes of the reduction

in sales, however revelatory and painful this might be. Although economic factors clearly

would emerge, she knew that such matters as poor and inadequate advertising, diminishing

staff morale, suspect staff employment methods and training, and problems with business and

associated program planning and execution were organizational weaknesses. These elements,

she knew, would emerge from any examination of the organization.

She wisely decided to employ a reputable group of evaluators who could call on the

assistance of financial experts as required.

Imagine that your group has been selected to conduct this evaluation. Your initial

discussions with the managing director indicate that methodological pluralism will be essential

to produce a sound and ethical report with its accompanying recommendations.

As a group, it is your task to discuss ways and means of convincing the managing director

of the importance of pursuing the study based on an eclectic approach, given the wide

range of concerns that exist. In the course of your deliberations, select either the utilization-

focused or participatory approach and justify your choice. Then outline the presentation

you would make to the managing director. Give special attention to the matter of engaging

stakeholders.
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Exercise 2

As this chapter has shown, Patton emphasized the practical implications of alternative (and

multiple) evaluation approaches. The user must be given useful information and must be

collaboratively involved in program assessment, with the evaluator acting as a guide and

mentor.

Have onemember of your group identify a program evaluation study known from personal

experience or from published material. Then, as a group, construct a three-by-six matrix to

compare the approach employed in the identified evaluation with Patton’s utilization-focused

evaluation approach. The column headings should be “Comparative Factors,” the name of

the identified evaluation, and “Utilization-Focused Evaluation.” The row headings should

be “Advance Organizers,” “Purposes,” “Sources of Questions,” “Questions,” “Strengths,” and

“Weaknesses.” Fill in the cells of the matrix based on the one member’s knowledge of the iden-

tified evaluation and the whole group’s understanding of Patton’s utilization-focused approach.

Exercise 3

Considering that participatory evaluation essentially gives the client group control of the selec-

tion of evaluation questions plus significant influence in choosing methods and interpreting

findings, how can the evaluator ensure that the evaluationmeets the following Joint Committee

standards: U5 Relevant Information, U8Concern for Consequences and Influence, P6 Conflicts

of Interests, A2 Valid Information, and E2 Internal Metaevaluation?
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CHAPTER 10

BEST APPROACHES FOR TWENTY-FIRST-CENTURY

EVALUATIONS

LEARNING OBJECTIVES

In this chapter you will learn about the

following:

• Our rationale for selecting this

chapter’s nine particular evaluation

approaches for systematic analysis and

evaluation

• Ratings of the nine approaches

against the utility, feasibility,

propriety, accuracy, and evaluation

accountability requirements of the

Joint Committee on Standards for

Educational Evaluation’s Program
Evaluation Standards (2011)

• The methodology and the

metaevaluation checklist employed to

produce our ratings of the nine

approaches

• Our stated qualifications for rating the

nine evaluation approaches, as well as

caveats in regard to our conflicts of

interest

• A comparison of 2007 and 2014

ratings of eight of the nine selected

approaches (based, respectively, on

the 1994 and 2011 editions of the

Joint Committee’s Program Evaluation
Standards)

• Differences between the two sets of

standards that may account for the

modest differences observed between

the 2007 and 2014 ratings

• The nine approaches’ relative

strengths, weaknesses, and utility

This chapter provides a consumer report analysis and

evaluation of four quasi-evaluation approaches; two

improvement- and accountability-oriented approaches;

two social agenda and advocacy approaches; and one

eclectic approach. The chapter is intended to help

evaluators and evaluation clients assess a selected set of

broadly representative evaluation approaches and choose

an approach that best meets both their particular needs

and the professional standards of the evaluation field.

The approaches we chose for comparative analysis

and evaluation are, in the quasi-evaluation category—

objectives-based evaluation, the Success Case Method,

the case study approach, and the experimental and

quasi-experimental approach; in the improvement- and

accountability-oriented category—the context, input,

process, and product (CIPP) model and consumer-

oriented evaluation; in the social agenda and advocacy

category—constructivist evaluation and responsive or

stakeholder-centered evaluation; and in the eclectic

category—utilization-focused evaluation.

These approaches are applicable to program evalu-

ations; representative of the different categories of legit-

imate evaluation approaches, as defined in this book;

widely referenced in the professional literature (with the

exception of the Success Case Method, which is a relative

newcomer); and likely to be used extensively—advisedly

or not—beyond 2014. In contrasting and evaluating the

nine approaches, we have aimed to help evaluators and

their clients critically appraise these approaches’ particu-

lar strengths and weaknesses and potential utility before

choosing among them.
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Selection of Approaches for Analysis

We selected these particular approaches, rather than some of the other legitimate evaluation

approaches referenced in preceding chapters, because (1) we sought balance in evaluating

representative approaches in each category; (2) we needed to keep the approaches assessed

to a manageable number; (3) these approaches, except for the Success Case Method, have

been widely applied; and (4) we have had positive experiences in providing our students with

detailed instruction on these particular approaches. We included the Success Case Method

because of its unique focus on discovering program strengths, and because client groups,

especially in industry, have welcomed the approach—for example, as a means of preserving

and strengthening programs that may be unduly threatened for termination.

Our selection of the nine approaches reflects our experience-based preferences, but it

should not be construed as an exclusion of the other legitimate approaches described in

previous chapters. Indeed, thinking eclectically, it can be beneficial to incorporate aspects of

the other approaches in applications of the selected nine.

Clearly some of the approaches not assessed in this chapter are worthy of consideration by

evaluators and their clients. These include, especially, the cost study, value-added assessment,

connoisseurship and criticism, accreditation and certification, deliberative democratic, and

participatory approaches. We encourage readers who want an analysis and evaluation of

approaches not included in our chosen set to consider selecting approaches of interest to

them and then applying this chapter’s methodology—as detailed in end-of-chapter notes—to

analyze and evaluate the chosen approaches.

Methodology for Analyzing and Evaluating
the Nine Approaches

Each of us independently rated the nine selected evaluation approaches on each of the thirty

standards in the Joint Committee’s Program Evaluation Standards (2011) by judging whether

the approach endorses each of six key features of each standard. These ratings were produced

using a detailedmetaevaluation checklist, with six checkpoints for each of thirty standards. The

first author determined these checkpoints by conducting a content analysis of the standards

document.1 Then together we resolved differences between our ratings and judged each

approach’s adequacy on each standard, depending on the number of checkpoints met: 6 =
excellent, 5 = very good, 4 = good, 2–3 = fair, and 0–1 = poor. Scores for the approach on

each of the five categories of standards (utility, feasibility, propriety, accuracy, and evaluation

accountability) and overall were then determined according to systematic procedures.2

Our Qualifications as Raters

The first author’s ratings were based on his knowledge of standards produced by the Joint

Committee (1981, 1994, 2011); his many years of studying the various evaluation models and

approaches; his personal acquaintance and collaborative evaluation work with authors and
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leading proponents of all nine assessed approaches (Robert Brinkerhoff, Donald Campbell, Lee

Cronbach, Egon Guba, Michael Patton, Michael Scriven, Robert Stake, and Ralph W. Tyler);

and his experience in seeing and assessing how all of these approaches have worked in practice.

He chaired the Joint Committee during its first thirteen years and led the development of the

Joint Committee’s first editions of both The Program Evaluation Standards (Joint Committee,

1981) and The Personnel Evaluation Standards (Joint Committee, 1988).

The second author’s ratings were based on his teaching of the full range of approaches

within the context of a doctoral-level evaluation theory course, as well as in doctoral-level

experimental and quasi-experimental design, cost analysis, survey research, metaevalua-

tion, and meta-analysis courses, as part of Western Michigan University’s Interdisciplinary

PhD in Evaluation program (which he directs); his national and international applica-

tions of a number of the approaches; and his collaborations with such authors as Tom

Cook, Bradley Cousins, E. Jane Davidson, Daniel Stufflebeam, as well as Scriven, Patton,

and Brinkerhoff.

Conflicts of Interest Pertaining to the Ratings

This chapter’s ratings represent our informed but still personal judgments of the nine

reviewed approaches. Both of us, as authors and raters, had conflicts of interest that readers

should consider as they review the chapter’s findings. Because the first author developed

the CIPP approach, he had a conflict of interest in rating that model as one of the nine

approaches. Also, readers may wish to consider, as a possible conflict of interest, that

Scriven—author of the consumer-oriented approach—was the major professor for the second

author’s doctoral studies.

Our only controls designed to address conflicts of interest were that we produced

independent sets of ratings prior to agreeing on final ratings, followed a rigorous rating

protocol based on a metaevaluation checklist keyed to the 2011 Joint Committee program

evaluation standards, and set forth in detail the rating procedures that followed.

One way for readers to assess the impact of our conflicts of interest on the produced ratings

is independently to replicate this chapter’s ratings of the subject nine approaches. Accordingly,

readers could use the methodology underlying this chapter’s ratings, including the detailed

metaevaluation checklist that we ourselves used. We think this could be a highly instructive

exercise, especially for evaluation students.

Standards for Judging Evaluation Approaches

We employed the 2011 Joint Committee program evaluation standards because they have

been carefully thought through; were professionally developed by a highly credible and broadly

representative Joint Committee; are widely accepted and applied, for example by the American

Evaluation Association; and are nationally accredited by the American National Standards

Institute—and especially because they are focused on ensuring that program evaluations are

useful, feasible, ethical, accurate, and accountable.
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The Rating Tool

Our ratings of the nine approaches are based not directly on the 2011 Joint Committee

program evaluation standards, but on Stufflebeam’s Program Evaluations Metaevaluation

Checklist (2011b). The Joint Committee has neither reviewed nor sanctioned this checklist to

confirm that it is a correct representation of the third edition of its 2011 Program Evaluation

Standards.

Nevertheless, we stand behind this checklist as a carefully and systematically developed

assessment tool. The first author determined the checklist’s contents by carefully analyzing

the contents of The Program Evaluation Standards (Joint Committee, 2011) and reflecting

on his experience over the years in developing previous editions of that standards document

plus helping with the development of the 2011 edition. His refinement and finalization of the

checklist reflected his application of its initial versions in three metaevaluations conducted

for the National Science Foundation and four for the national government of India, plus his use

of the checklist in teaching a graduate-level practicum on metaevaluation. We are confident

that the employed metaevaluation checklist will stand up to professional scrutiny, and, indeed,

we invite independent assessments of the checklist.

Findings

The ratings of our selected nine approaches are shown in Figure 10.1. The approaches are

listed in order of judged overall merit within the categories of quasi-evaluation, improvement-

and accountability-oriented, social agenda and advocacy, and eclectic approaches.

The figure contains a synthesis of our judgments of each approach against the 180

checkpoints contained in the metaevaluation checklist we applied (six checkpoints for each of

thirty standards). As already stated, that checklist was developed based on a content analysis

of the Joint Committee’s Program Evaluation Standards (2011). In the following discussion of

the table we use the convention of referencing ratings for excellent, very good, good, fair, and

poor by their abbreviations—E, VG, G, F, P.

The CIPP, utilization-focused, and constructivist evaluation approaches earned overall

ratings of very good, whereas the other six approaches were judged good, overall. These results

suggest that all nine approaches are at least minimally acceptable for evaluating programs

but that all of them have room for improvement. The top-rated CIPP (85.68 percent–VG),

utilization-focused (71.64 percent–VG), and constructivist (71.28 percent–VG) evaluation

approaches provide strong options for evaluators who prefer either an improvement- and

accountability-oriented approach, an eclectic approach, or a social agenda and advocacy

approach. It is noted that the objectives-based (43.13 percent–G) and experimental and

quasi-experimental (51.34 percent–G) options are least favorable for meeting the full range

of the 2011 Joint Committee program evaluation standards, because they scored low in the

good range. Also, it is worth considering that the responsive or stakeholder-centered (66.28

percent–G) and consumer-oriented (65.86 percent–G) approaches scored high in the range of

good ratings.
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G (51.34)

G (54.91)

G (57.92)

P F G VG E

Success Case Method

Utility

G (62.50)

Overall Rating Feasibility Propriety Accuracy Evaluation
AccountabilityQuasi-evaluation

Case study

Experimental and quasi-experimental

G (43.13)Objectives based

G (65.86)

VG (85.68)CIPP

Improvement and accountability oriented

Consumer oriented

G (66.28)

VG (71.28)Constructivist

Social agenda and advocacy

Responsive or stakeholder centered

VG (71.64)Utilization focused

Eclectic

F (40.63)

F (28.13)

G (50.00)

E (100)

VG (68.75)

VG (84.38)

VG (81.25)

VG (81.25)

VG (81.25)

G (62.50)

G (50.00)

G (62.50)

E (93.75)

G (62.50)

VG (81.25)

VG (68.75)

VG (87.50)

G (50.00)

VG (71.43)

G (53.57)

F (25.00)

VG (85.71)

VG (67.86)

VG (67.86)

G (57.14)

G (57.14)

G (62.50)

VG (75.00)

VG (75.00)

G (53.13)

VG (90.63)

VG (71.88)

VG (81.25)

VG (71.88)

G (65.63)

F (33.33)

F (25.00)

G (50.00)

F (25.00)

G (58.33)

G (58.33)

F (41.67)

F (41.67)

G (66.67)

Figure 10.1 Strongest Program Evaluation Approaches Within Types in Order of Compliance with The Program Evaluation Standards3

Note: The scale ranges in the figure are P= poor, F= fair, G= good, VG= very good, and E= excellent.
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Utility Ratings

If one is looking to maximize an evaluation’s utility, the CIPP approach is the clear choice,

with its utility rating of 100 percent–E. Other particularly good choices in the utility category

are the constructivist (84.38 percent–VG) responsive (81.25 percent—VG) and utilization-

focused (81.25 percent–VG) approaches. The experimental and quasi-experimental (28.13

percent–F) approach is the lowest rated in this category. Also, the objectives-based (50.00

percent–G) and case study (40.63 percent–F) approaches scored relatively low in the utility

category and are not recommended when one wants to maximize an evaluation’s utility

and impact, including provision of systematic feedback during a program’s development and

operation. The consumer-oriented (68.75 percent–VG) approach’s rating at the lower end of

the very good range reflects this approach’s emphasis on insulating summative evaluations

from stakeholder involvement and influence and also its stronger emphasis on providing

end-of-program, summative feedback than on providing feedback throughout a program’s

process. The utilization-focused (81.25 percent–VG) approach’s high rating is lower than the

CIPP model’s rating against the utility standards, in part because of its selectiveness in serving

only targeted stakeholders and potentially not serving some other right-to-know audiences.

Feasibility Ratings

In general, all nine approaches had ratings of at least good in the area of feasibility: CIPP (93.75

percent–E), utilization focused (87.50 percent–VG), success case methods and constructivist

(81.25 percent–VG), responsive or stakeholder centered (68.75 percent–VG), consumer

oriented (62.50 percent–G), case study (62.50 percent–G), objectives based (62.50 percent–G),

and experimental and quasi-experimental (50.00 percent–G). The objectives-based approach’s

rating of good in the area of feasibility is consistent with its long tradition of widespread

use. The experimental and quasi-experimental approach was judged to be the least feasible of

the nine approaches, owing especially to its rigid application of separate treatments, holding

treatments constant, and requiring randomization of subjects. Overall, the nine approaches

were judged to be quite feasible for application.

Propriety Ratings

The top-rated approaches in the propriety category were the CIPP (85.71 percent–VG), case

study (71.43 percent–VG), constructivist (67.86 percent–VG), and consumer-oriented (67.86

percent–VG) approaches. The CIPP approach’s highest rating here is reflective of its explicit

requirement for addressing and meeting the full range of 2011 Joint Committee program

evaluation standards, including propriety requirements for advanced evaluation contracts,

acknowledgment of and attention to the evaluator’s conflicts of interest, control of report

preparation and editing, and full and frank disclosure of findings to rightful audiences. In

general, all four of these approaches have a strong ethical orientation, as defined in the

propriety standards.

Somewhat lower but still quite acceptable ratings on propriety were obtained for the

responsive or stakeholder-centered (57.14 percent–G), utilization-focused (57.14 percent–G),
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experimental and quasi-experimental (53.57 percent–G), and Success Case Method (50.00

percent–G) approaches.

The rating for the objectives-based (25.00 percent–F) approach was in the lower end of

the range of fair ratings, largely because this approach focuses almost exclusively on program

goals; does not require validation of the goals through historical analysis and needs assessment;

and is inadequate in addressing such propriety considerations as advance contracting, control

of a staff’s conflict of interest in evaluating its own program, and engagement of and provision

of feedback to the full range of stakeholders throughout the evaluation process.

Based on the obtained ratings in the area of propriety, we would not recommend the

use of the objectives-based approach. We believe the other eight approaches have basically

satisfactory provisions for propriety.Moreover, we believe that applications of these approaches

definitely could be strengthened by thoughtfully addressing the requirements of all of the Joint

Committee’s propriety standards (2011).

Accuracy Ratings

In the accuracy category, the top-rated approaches were the CIPP (90.63 percent–VG), con-

structivist (81.25 percent–VG), experimental and quasi-experimental (75.00 percent–VG),

case study (75.00 percent–VG), consumer-oriented (71.88 percent–VG), and responsive or

stakeholder-centered (71.88 percent–VG) approaches. The other three approaches received

somewhat lower but still acceptable ratings in this category: utilization focused (65.63

percent–G), Success CaseMethod (62.50 percent–G), and objectives based (53.13 percent–G).

In general, all nine approaches give evidence of at least satisfactory attention to matters of

rigor. The comparatively low rating for the objectives-based approach is largely due to its

narrow focus on main effects related to the developer’s goals and little attention to context and

side effects.

Evaluation Accountability Ratings

In the (new) evaluation accountability category, none of the nine approaches received partic-

ularly high ratings: utilization focused (66.67 percent–G), CIPP (58.33 percent–G), consumer

oriented (58.33 percent–G), experimental and quasi-experimental (50.00 percent–G), con-

structivist (41.67 percent–F), responsive or stakeholder centered (41.67 percent–F), Success

Case Method (33.33-F), objectives based (25.00 percent–F), and case study (25.00 percent–F).

We think these findings point to a need both to strengthen the rated evaluation approaches in

the area of evaluation accountability and to ask the Joint Committee to consider revising the

External Metaevaluation evaluation accountability standard to improve its applicability.

It is noteworthy that the Joint Committee added the evaluation accountability group of

standards to the 2011 edition of the standards because evaluators have, by and large, performed

poorly in documenting, assessing, and securing independent metaevaluations of their evalua-

tions. The relatively low ratings of the nine selected approaches in the evaluation accountability

category reported here seem to support the need for standards, strengthened approaches, and



Trim size: 7in x 9.25inStufflebeam c10.tex V2 - 08/06/2014 7:45am Page 236

236 CHAPTER 10–BEST APPROACHES FOR TWENTY-FIRST-CENTURY EVALUATIONS

better evaluator performance pertaining to the three standards of evaluation accountability:

Evaluation Documentation, Internal Metaevaluation, and External Metaevaluation.

Evaluators may justifiably disagree, however, with the External Metaevaluation standard’s

requirement that the evaluator engage and ensure the quality of an external metaevaluation.

Arguably it is more appropriate for the evaluator to recommend that the client do this and

then cooperate with an external metaevaluator, not by overseeing and controlling his or her

work (which would entail a conflict of interest for the evaluator) but by supplying the external

metaevaluator with needed information.

Comparison of 2007 and 2014 Ratings

In general, the 2014 ratings shown in Figure 10.1 are somewhat lower than the ratings recorded

in a similar figure in the 2007 edition of this book (Stufflebeam & Shinkfield, 2007). The

disparity is evident in Table 10.1, which contrasts overall 2007 and 2014 ratings given to the

eight approaches that were assessed in the 2007 edition. (Note that the recently developed

Success Case Method was not rated in the 2007 edition.)

The ratings in 2007 were determined by Stufflebeam and Shinkfield, whereas the 2014

ratings were arrived at by this book’s authors—Stufflebeam and Chris Coryn. The Pear-

son product-moment correlation coefficient between the 2007 and 2014 overall ratings in

Figure 10.1 was r = 0.85. This reflects considerable agreement, despite the changes in the

2011 edition of the Joint Committee’s Program Evaluation Standards and the differing pairs

of raters. A relatively high degree of consistency was observed between the rank order of

approaches in the 2007 and 2014 ratings (Spearman’s rank correlation coefficient was 𝜌= 0.87).

Moreover, five of the eight approaches received the same general ratings (good or very good)

in both studies. Overall ratings for the other three approaches dropped from very good in the

2007 study to good in the 2014 study.

The lower ratings of overall merit in this edition seem partially due to changes in the 2011

edition of the Joint Committee’s Program Evaluation Standards. In particular, this edition

added the evaluation accountability category. Figure 10.1 reveals that six of the nine evaluation

Table 10.1 Comparison of 2007 and 2014 Ratings of Eight Evaluation Approaches

Evaluation Approach 2007 Rating 2014 Rating

Case study 81.00%-VG 54.91%-G
.....................................................................................................................
Experimental and quasi-experimental 56.00%-G 51.34%-G
.....................................................................................................................
Objectives based 62.00%-G 43.13%-G
.....................................................................................................................
CIPP 92.00%-VG 85.68%-VG
.....................................................................................................................
Consumer oriented 84.00%-VG 65.86%-G
.....................................................................................................................
Constructivist 81.00%-VG 71.28%-VG
.....................................................................................................................
Responsive or stakeholder centered 84.00%-VG 66.28%-G
.....................................................................................................................
Utilization focused 86.00%-VG 71.64%-VG
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approaches received lower ratings in this category than in the other four categories of standards.

Another possibility for the lower ratings in our 2014 study is that the 2011 revised standards

may be more demanding than their 1994 predecessors.4

Issues Related to the 2011 Program Evaluation Standards

We understand that proponents of particular evaluation approaches might take issue with our

application of the 2011 Joint Committee standards as the criteria for judging the different

approaches. We expect this is especially so in the cases of low ratings.

Clearly, some of the 2011 Joint Committee standards are at odds with what proponents

of certain evaluation approaches consider to be best evaluation practice. For example, the

requirement in The Program Evaluation Standards for detailed, preordinate planning of

evaluation procedures clearly is contrary to requirements for flexibility in the social agenda

and advocacy approaches. Authors of many of these approaches recommend an emergent,

developing, evolving process for evaluation planning and implementation. Also, the 2011

standards place a pervasive, strong emphasis on a culturally sensitive and pluralistic approach

to evaluation, including, it seems, empowerment of all stakeholders to exercise substantial

control over evaluation planning, operations, and reporting.

Although the social agenda and advocacy evaluation approaches are congenial to stake-

holder involvement and influence, proponents of other approaches, especially the experimental

and quasi-experimental, CIPP, and consumer-oriented evaluation approaches, see delegation

to stakeholders of influence and control over evaluation matters as a threat to an evaluation’s

independence, rigor, and credibility.

To some extent, certain negative judgments of evaluation approaches based on the 2011

Joint Committee standards may be viewed as unwarranted or at least questionable, with the

resulting interpretation that some aspects of the new standards themselvesmaybeunacceptable

to credible experts in the evaluation field. In any case, readers should exercise circumspection

in viewing ratings based on the 2011 Joint Committee program evaluation standards that are

decidedly lower than the corresponding ratings appearing in Stufflebeam and Shinkfield’s 2007

edition of this book.

Overall Observations

In rounding out this chapter, offering commentary on salient features of each approach is

in order. Our comments are grouped in terms of this book’s four categories of legitimate

evaluation approaches.

Quasi-Evaluation Approaches

The Success Case Method and case study approaches both scored overall in the middle of

the range of good ratings. Of the two, the Success Case Method was shown to be more

useful—62.50 percent versus 40.63 percent—than the straight case study approach. We think



Trim size: 7in x 9.25inStufflebeam c10.tex V2 - 08/06/2014 7:45am Page 238

238 CHAPTER 10–BEST APPROACHES FOR TWENTY-FIRST-CENTURY EVALUATIONS

this is so because the former is directly oriented to discovering particular program strengths

that may be hard to detect and whose detection might help program staff preserve and

strengthen a program that otherwise could be headed for termination.

In contrast, the case study evaluator seeks more to give a rich account of a program than to

issue judgments related to saving or strengthening a program. In regard to propriety, the case

study approach has the clear edge over the Success Case Method—71.43 percent versus 50.00

percent—partially because the latter approach starts out with a built-in bias toward finding

and reporting successes and is more geared to serving a program director and staff rather than

the full range of program stakeholders. Both approaches are weak in meeting the standards of

evaluation accountability

The experimental and quasi-experimental and objectives-based approaches overall rated

at the lower end of the range of good ratings. We believe both approaches have limited

applicability in the broad range of program evaluation assignments.

The comparatively low overall rating given to the experimental and quasi-experimental

approach resulted especially from its rating of fair for utility. For many evaluation assignments,

this approach would not provide program staff members with continuing feedback for program

improvement; and for program evaluation applications in the field, the approach often proves

to be impractical, vulnerable to political problems, and not cost effective. Its rating of 75.00

percent in the accuracy category, which although in the very good range is lower than one

might have expected, is due more to its narrow focus on a few dependent variables and lack of

information on context and process than to the quality of the obtained, focal outcomes.

The overall rating of good for the objectives-based approach is somewhat misleading,

because it scored at the very bottom of the range of good ratings. This poor showing reflects

the approach’s narrow focus on objectives, provision of only terminal information, and lack

of attention to unanticipated outcomes. For most program evaluation assignments, evaluators

are advised to seek a better approach than either the experimental and quasi-experimental or

objectives-based evaluation approach.

The Success Case Method and case study approaches are our methods of choice in

the quasi-evaluation category of evaluation approaches. In comparison to other approaches,

however, they are nonetheless quite weak choices.

Improvement- and Accountability-Oriented Approaches

The improvement- and accountability-oriented approaches rated slightly better overall than

the quasi-evaluation, social agenda and advocacy, and eclectic approaches.

The CIPP approach’s generally high ratings in Figure 10.1 reflect its comprehensiveness in

assessing all stages of programdevelopment andall aspects of a program; serving the full rangeof

stakeholders; employingmultiple quantitative and qualitativemethods; providing for formative

and summative uses of findings; being oriented to both program improvement and accountabil-

ity; addressing all thirty of the Joint Committee’s 2011 program evaluation standards; requiring

at least internal metaevaluation; and, especially, being grounded in advance agreements keyed

to stakeholder needs and professional standards for evaluations. The approach’s relatively
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low rating in regard to evaluation accountability reflects the approach’s disagreement with

the External Metaevaluation standard, which thrusts the evaluator into a conflict of interest

situation by requiring the evaluator rather than the client to select and engage an external

metaevaluator and to oversee his or her work.

The consumer-oriented approach’s particular strength is inproviding clients andevaluators

with independent, unimpeachable assessments of programs, services, and developed products.

Although the approach is not strongly suited to internal evaluations for improvement, it

complements such approaches with an outsider, expert view that becomes important when

products and services are put up for dissemination. This approach depends on a highly

skilled evaluator who strongly guards independence and separation from program personnel.

Paradoxically, the approach depends on program personnel for much of the information

needed for the evaluation, which tends to be the approach’s Achilles’ heel. As a cautionary

note, a high degree of evaluator independence from program personnel can discourage the

extensive amount of stakeholder support that the consumer-oriented evaluator often needs.

This psychological distance also can discourage program personnel from using external

evaluation findings, but it can be reassuring to external audiences—especially those who pay

for the program or use its products and services. This approach’s relatively high rating on

utility is due not to a strong impact on the actions of program personnel during program

implementation, but to the high degree of credibility consumers external to a program place

on independent evaluations.

Social Agenda and Advocacy Approaches

The two social agenda and advocacy approaches generally scored well, definitely ahead of the

quasi-evaluation approaches. Constructivist evaluation is a well founded, mainly qualitative

approach to evaluation that systematically engages interested parties to help conduct both the

divergent and convergent stages of evaluation. The constructivist evaluator strongly advocates

for the least powerful andmost economically disadvantaged among program stakeholders. The

approach tends to be utopian and thus unrealistic, which is acknowledged by its creators. Also,

its provision for ongoing negotiation with a wide range of stakeholders—through hermeneutic

and consensus-building processes—engenders difficulty in reaching closure under a framework

of multiple values and multiple realities. Nevertheless, this approach earned quite acceptable

ratings in utility, feasibility, propriety, and accuracy. Its rating on evaluation accountability was

low but, as with the other rated approaches, it reflects the evaluation field’s historical poor

performance in documenting and evaluating evaluations.

The responsive or stakeholder-centered approach received quite acceptable ratings overall

and for utility, feasibility, propriety, and accuracy. Like the constructivist evaluation approach,

it received a low rating in the area of evaluation accountability. In contrast to the consumer-

oriented approach, with its emphasis on independence, the responsive approach engenders

close collaboration between the evaluator, programpersonnel, andother stakeholders, resulting

in easier access to needed information and stakeholders’ better acceptance, support, and use of

an evaluation. This approach has the advantage of systematically informing and assisting ongo-

ing development and operations. It is also strong in searching for unintended consequences.
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Its comparatively low rating in the propriety category reflects its lack of provision for advance

formal contracting for evaluation; lack of focus on meeting published, professional standards

for sound evaluations; and quite weak approach to identifying and addressing conflicts of

interest. Aside from these points, the approach is credible in the area of propriety, especially

with its strong orientation to evenhandedly engaging and serving the full range of stakeholders.

Eclectic Approaches

Finally, utilization-focused evaluation is a ubiquitous, umbrella approach to evaluation. It

received an overall rating of very good, ratings of very good in utility and feasibility, and ratings

of good in the evaluation accountability, accuracy, and propriety categories. Its main objective

is to get evaluation findings used and accordingly rates high on utility. As noted earlier, the

approach’s rating on utility, which is lower than onemight expect, is due to itsmission of serving

exclusively a predefined set of stakeholders—leaving the possibility that some right-to-know

audiences might not be served, plus the difficulty of sustaining the involvement of targeted

stakeholders. This approach also rates high on feasibility, because stakeholders are invited

both to help ensure that the study will fit well in their program’s environment and to choose

such elements as evaluation questions and reporting schedules and modes with which they

are comfortable. The approach emphasizes efficiencies, including using existing information

and incorporating insider knowledge into the evaluation process. Especially, the approach

directs the evaluator to foster use and impacts of findings by involving and addressing the

evaluation needs of a narrowly defined group of intended users. Utilization-focused evaluation

stands in contrast to the notion that has been popular in evaluation circles that an evaluator

must strive to identify and address a wide range of evaluation questions that are of interest

to all possible program stakeholders. In general, the utilization-focused approach places an

evaluation’s focus where the intended users of evaluation findings want it—which enhances

ease of use and evaluation impact. The relatively low rating on propriety, although still in the

good range, is largely due to the approach’s possible limiting of service to only a subset of

right-to-know stakeholders. The good rating on accuracy is not higher in large part due to the

approach’s penalty received for not necessarily resulting in a printed report. Accordingly, a

utilization-focused evaluator might not produce a written report that documents and justifies

an evaluation’s technical merit, his or her adherence to professional standards, and the chain

of reasoning that led to the evaluation’s conclusions. Nevertheless, the approach is viewed as

strong in respect to exercising rigor in collecting and analyzing both qualitative and quantitative

information and especially in respect to getting evaluation findings used.

The Bottom Line

Based on the ratings presented in this chapter, evaluators and their clients can choose from

an array of strong, creditable evaluation approaches. When assessed against professional

standards for program evaluations, the best approaches are the CIPP, consumer-oriented,

constructivist, utilization-focused, and responsive or stakeholder-centered approaches. All of
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these approaches are recommended for consideration in program evaluations. We believe that

better alternatives to objectives-based and experimental and quasi-experimental approaches

typically can be found.

Nevertheless, it is essential to stress that even the strongest of the nine approaches have

considerable room for improvement. Clearly, all of the approaches should be strengthened

in the vital area of evaluation accountability. We think Figure 10.1 can be profitably used to

identify and target areas in each approach for needed improvements.

Also, we encourage all who are so inclined to either adapt or apply as is the metaevaluation

checklist we used to make their own assessments of evaluation approaches that interest them.

Such approaches could include ones described in the literature or ones being applied in

the field.

Summary

This chapter was prepared in the format of a consumer report to provide evaluators and eva-

luation clients with a systematic analysis and associated judgments of nine selected evaluation

approaches drawn from four categories of such approaches. The approaches assessed were,

for the quasi-evaluation group, the Success Case Method, case study, experimental and quasi-

experimental, and objectives-based approaches; for the improvement- and accountability-

oriented group, the CIPP and consumer-oriented approaches; for the social agenda and

advocacy group, the constructivist and responsive or stakeholder-centered approaches; and for

the eclectic group, the utilization-focused approach.

Using Stufflebeam’s Program Evaluations Metaevaluation Checklist, we rated each

approach against six checkpoints for each of thirty standards for sound evaluations. The

employedmetaevaluation checklist had been developed based on a content analysis of the 2011

Joint Committee program evaluation standards. Those standards spell out requirements for

evaluations in five areas: utility, feasibility, propriety, accuracy, and evaluation accountability.

Each approach was rated overall and for each of the five categories of standards on a five point

scale: excellent, very good, good, fair, and poor.

In advance of presenting the ratings of the nine selected approaches, we reported on our

rationale for selecting the nine approaches for analysis, commented on our qualifications to

rate the approaches, acknowledged our conflicts of interest in producing the ratings, noted

what we had done to mitigate the conflicts, and documented the methodology and referenced

the checklist employed to produce the ratings.

Following are some of the chapter’s key findings:

• Based on overall ratings against the thirty Joint Committee standards, the best approaches

were, in order of rated merit (highest first), the CIPP (very good), utilization-focused

(very good), constructivist (very good), responsive or stakeholder-centered (good), and

consumer-oriented (good) approaches.

• Based on overall ratings against the thirty Joint Committee standards, the weakest

approaches were, in order of rated merit (highest first), the Success Case Method (good),
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case study (good), experimental and quasi-experimental (good), and objectives-based

(good) approaches.

• Ratings of the best approaches against standards of utility, feasibility, propriety, and

accuracy ranged from good to excellent, whereas ratings of the four weakest approaches

ranged from fair to very good.

• In general, ratings of the nine approaches against the evaluation accountability standards

were lower than their ratings on utility, feasibility, propriety, and accuracy. The ratings

on evaluation accountability were (from lowest to highest) case study (fair), objectives-

based (fair), Success Case Method (fair), constructivist (fair), responsive or stakeholder

centered (fair), experimental and quasi-experimental (good), consumer oriented (good),

CIPP (good), and utilization focused (good).

• The lower ratings in the evaluation accountability category may be due to this category’s

only recent (2011) inclusion in the Joint Committee’s Program Evaluation Standards and

to a requirement that the evaluator (rather than the client) be responsible for obtaining

an external metaevaluation. Regarding the latter point, many evaluators could reject this

requirement because of the threat to independence when an evaluator controls evaluation

of her or his own evaluation.

Overall, we concluded that evaluators and their clients can choose from an array of

creditable evaluation approaches, especially in the improvement- and accountability-oriented,

social agenda and advocacy, and eclectic categories. The weakest approaches were judged to

be in the quasi-evaluation category.

REVIEWQUESTIONS

1. This question is, in part, preparation for the other review questions in this section. Having

perused Chapters 6 through 9, write a brief paragraph identifying the main intentions of

each of these evaluation approaches:

a. Success Case Method

b. CIPP

c. Consumer oriented

d. Responsive and stakeholder centered

e. Constructivist

f. Utilization focused

2. Why have we rated the objectives-based approach comparatively low on compliance with

the Joint Committee’s 2011 Program Evaluation Standards with respect to the utility and

propriety standards?
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3. Are you able to support the very good rating of the experimental and quasi-experimental

approach in the accuracy category, considering the fair rating in the utility category? Why

orwhy not?

4. Justify or refute the assertion that there is, among the evaluation approaches discussed in

this chapter, “an increasingly balanced quest for rigor, relevance, and justice.”

5. What are the inherent weaknesses of social agenda and advocacy evaluations, and also of

improvement- and accountability-oriented studies?

Group Exercises

Exercise 1

This exercise will have greater benefit for group members if they prepare their responses in

advance of the meeting. If the exercise is undertaken thoroughly, it should serve two main

purposes: first, further study of the six approaches listed in the first review question, and

second, a review of Chapter 3 on standards for program evaluation as well as a practical

application of the standards.

This exercise focuses on the Success Case Method, CIPP, consumer-oriented, responsive

or stakeholder-centered, constructivist, and utilization-focused approaches to program eval-

uation. Each group member is allocated one of these six. If there are more than six group

members, a particular approach will be allocated more than once.

Refer to Figure 10.1 and the associated end-of-chapter notes, and study the procedures

underlying the ratings used in the figure (at first glance, they may appear complicated, but

in reality the method is quite straightforward). Using the same methodology, each group

member should give a rating for his or her allocated approach in each of the areas of

utility, feasibility, propriety, accuracy, and evaluation accountability, as well as an overall

rating. Group members will need to download and copy the Program Evaluations Metae-

valuation Checklist from www.wmich.edu/evalctr/checklists or from the book’s Web site at

www.josseybass.com/go/evalmodels. Clearly, subjectivity and degree of experience in program

development and evaluation will play a part in group members’ ratings. However, knowl-

edge of the allocated evaluation approach and the exact nature (by definition and example) of

each of the thirty standards will provide very useful parameters for decision making.

As a group, discuss

• The proximity of each member’s ratings to ours

• Possible reasons for any wide divergences

• The benefits of knowing and using the 2011 Joint Committee program evaluation standards

and the associated Program Evaluations Metaevaluation Checklist

http://www.wmich.edu/evalctr/checklists
http://www.josseybass.com/go/evalmodels
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Exercise 2

Discuss the ramifications of the following statement: “If evaluators ignore the likely conflicts

in purposes for an evaluation, the program evaluation is probably doomed to fail.” As a group,

discuss whether you agree or disagree with this statement, and explain the reasons for your

agreement or disagreement.

Notes

1. The particular tool used to rate each evaluation approach was Stufflebeam’s Program Evaluations

Metaevaluation Checklist (2011b), available at www.wmich.edu/evalctr/checklists, and also at the

Jossey-Bass Web site that supports the use of this book, www.josseybass.com/go/evalmodels.

2. Ratings for each category of the 2011 Joint Committee standards (utility, feasibility, propriety,

accuracy, and evaluation accountability) were obtained by summing the following products: 4 ×
number of excellent ratings, 3 × number of very good ratings, 2 × number of good ratings, and 1 ×
number of fair ratings. The sum was then divided by this product: 4 × number of standards in the

category. Judgments of each approach’s strength in satisfying each category of standards were then

determined according to percentages of the possible quality points for the category of standards

as follows: 92–100 percent = excellent, 67–91.99 percent = very good, 42–66.99 percent = good,

17–41.99 percent = fair, and 0–16.99 percent = poor. The final percentage scores were obtained by

multiplying the initial decimal point score obtained for each category and overall by 100. The five

equalized percentage scores were then summed and divided by 5. The result was then judged by

comparing it to the total maximum score, 100 percent. Each approach’s overall merit and merit for

each category of standards were judged as follows: 92–100 percent = excellent, 67–91.99 percent =
very good, 42–66.99 percent= good, 17–41.99 percent= fair, and 0–16.99 percent= poor. After each

of us rated each of the nine selected evaluation approaches following the method just described, we

systematically reviewed and discussed our different sets of ratings and reached consensus judgments

wherever we found discrepancies in ratings of each approach—overall and for utility, feasibility,

propriety, accuracy, and evaluation accountability. In this process, we also sought to reach a “plus” or

“minus” determination for those checkpoints to which one or the other of us had assigned a question

mark. We ultimately reached the consensus judgments presented in Figure 10.1.

3. The ratings are based on the 2011 Joint Committee program evaluation standards. We arrived at

the ratings through use of Stufflebeam’s checklist (2011b) keyed to the those standards, which is

available both from this book’s Web site at www.josseybass.com/go/evalmodels and the Evaluation

Center’sWeb site atwww.wmich.edu/evalctr/checklists. The checklist essentially reflects a systematic

content analysis of the 2011 standards and consists of 180 discrete checkpoints (48 for the eight

utility standards, 24 for the four feasibility standards, 42 for the seven propriety standards, 48 for the

eight accuracy standards, and 18 for the three evaluation accountability standards).

Ratings were completed for each of the domains of the program evaluation standards (utility,

feasibility, propriety, accuracy, and evaluation accountability) and overall (Joint Committee, 2011).

We first independently rated each of the nine approaches against each of the thirty standards

by deciding whether or not the approach met each of the six checkpoints. Assignments for each

checkpoint were assigned a plus sign if the approach fulfilled the requirement, a minus sign if not, or

a question mark if it was unclear whether or not the approach embraced or addressed the particular

requirement. In using the ratings to arrive at judgments of each approach—for each category and

http://www.wmich.edu/evalctr/checklists
http://www.josseybass.com/go/evalmodels
http://www.josseybass.com/go/evalmodels
http://www.wmich.edu/evalctr/checklists
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overall—only “pluses” were scored. Subsequently we jointly reviewed our ratings, discussed and

resolved discrepancies, attempted to reach determinations for checkpoints that had been assigned a

question mark, and finally produced Figure 10.1.

4. Another useful contrast to the current and former (Stufflebeam & Shinkfield, 2007) ratings is

Stufflebeam’s widely cited Evaluation Models monograph (2001b), in which a similar method was

employed to evaluate the relative merits of various evaluation approaches against the second edition

of The Program Evaluation Standards (Joint Committee, 1994).

Suggested Supplemental Readings

American Evaluation Association. (2004). Guiding principles for evaluators. Washington, DC: Author.

Retrieved from http://www.archive.eval.org/Publications/GuidingPrinciples.asp

Joint Committee on Standards for Educational Evaluation. (2011). The program evaluation standards: A

guide for evaluators and evaluation users (3rd ed.). Thousand Oaks, CA: Sage.

Stufflebeam, D. L. (2001). Evaluation models. New Directions for Evaluation, no. 89. San Francisco, CA:

Jossey-Bass.

Stufflebeam,D. L. (2011). ProgramEvaluationsMetaevaluationChecklist. Kalamazoo:WesternMichigan

University, Evaluation Center. Retrieved from http://www.wmich.edu/evalctr/checklists

Stufflebeam, D. L., & Shinkfield, A. J. (2007). Evaluation theory, models, and applications. San Francisco,

CA: Jossey-Bass.

http://www.archive.eval.org/Publications/GuidingPrinciples.asp
http://www.wmich.edu/evalctr/checklists
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PART THREE

EXPLICATION OF SELECTED
EVALUATION APPROACHES

The chapters in Part Three are designed to help readers

develop a firm grasp of six approaches to evaluation and

their applicability. In Chapters 11 through 16 we provide

in-depth information about each of those six approaches—

experimental and quasi-experimental design evaluation;

case study evaluation; the context, input, process, and

product (CIPP) evaluationmodel; consumer-orientedeval-

uation; responsive or stakeholder-centered evaluation; and

utilization-focused evaluation.
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CHAPTER 11

EXPERIMENTAL AND QUASI-EXPERIMENTAL

DESIGN EVALUATIONS

LEARNING OBJECTIVES

In this chapter you will learn

about the following:

• The central tenets and logic of

experimental and quasi-experimental

design evaluations

• Uses and misapplications of

experimental designs in program

evaluations

• Conditions required for conducting

experimental studies

• Edward Suchman’s seminal

contributions to the experimental

method

• Exemplars of large-scale experimental

studies

• Guidelines for designing and

executing experiments

• Key alternatives to randomized

controlled experimental designs

• The strengths and weaknesses of

experimental and quasi-experimental

evaluations

The experimental and quasi-experimental design app-

roach to program evaluation is intended to produce unbi-

ased conclusions about a program’s effectiveness. The

typical experimental design–based program evaluation

involves random assignment of individuals, groups, or

other units to one or more conditions (such as treatment,

alternative treatment, zero-treatment control, treatment

as usual, placebo control, wait-list control, or attention

control); applying a special treatment to one group and

none (or an alternative treatment) to another group;

holding treatment conditions constant throughout an eval-

uation; and ultimately assessing and contrasting groups’

posttreatment performance on one or more outcome

variables of interest. It should be noted that the term

randomized experiments, as discussed in this chapter, is

used synonymously to describe variants that are some-

times used in some disciplinary traditions (for example,

randomized clinical trials, randomized controlled trials, or

true experiments).

Chapter Overview

In this chapter we discuss randomization as the key

element in experimentally based evaluations. We define

randomized experimental and quasi-experimental designs

and discuss them as limited but useful evaluation

approaches that should be a part of every program evalua-

tor’s repertoire (and at least be understood at a conceptual

level). We define experimental design’s important but

limited role in causal investigations, especially by acknowl-

edging that prospective, randomized experimentation
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is centrally important to the cause-and-effect paradigm but not to the paradigm covering

studies that retrospectively search out causes of observed effects. We outline the philosophy,

principles, and practices of an early, dominant figure by discussing what Suchman in the 1960s

termed “the scientific approach to evaluation.” We then fast-forward to the early twenty-

first century and discuss contemporary conceptualizations and principles of randomized

field trials and experimental and quasi-experimental designs for evaluation, although many,

many such advances—most of which have been premised on and derived from the medical

model of cause and effect—occurred during the period between the 1960s and the 2000s. In

addition to Suchman’s work (1967), particularly influential writings on the experimental and

quasi-experimental design approach were Campbell and Stanley’s Experimental and Quasi-

ExperimentalDesigns for Research (1966), Cook andCampbell’sQuasi-Experimentation:Design

and Analysis for Field Settings (1979), and Shadish, Cook, and Campbell’s Experimental and

Quasi-Experimental Designs for Generalized Causal Inference (2002). The last of these is

widely considered the definitive text on experimental and quasi-experimental designs for

manipulating and examining the effects of social interventions.

In addition, we summarize different real-world adaptations of experimental designs

as reviewed by Nave, Miech, and Mosteller (2000) and others. Then, drawing from the

conceptualizations of Suchman (1967), Boruch (2003), and Shadish et al. (2002), in particular

(though many others have made substantial contributions), and from some of our own (based

on our experiences implementing these types of studies as well as our analysis of such

approaches in the historical and contemporary literature), we present guidelines for planning

and executing experimental and quasi-experimental design evaluations.

Basic Requirements of Sound Experiments

Random assignment of experimental subjects to treatment and control (or alternative treat-

ment) conditions is the sine qua non of the true experiment. It is done to ensure that (1) groups

are probabilistically equivalent (based on fair and equal chances of assignment to comparison

groups and assuming sufficiently large samples), (2) posttreatment differences in outcomes

are due only to comparison groups’ different treatment experiences, and (3) an evaluator can

estimate the statistical probability that observed differences are not due to chance variation

or other alternative explanations (Shadish et al., 2002). Assuming there are sufficient numbers

of people, groups, or other units in each condition, an experimental design strengthens the

likelihood that groups are equivalent on all measured and unmeasured variables that might

influence their response to the program being investigated. Any differences in outcomes that

emerge between treatment and control groups following treatment implementation can, if

the required assumptions and conditions have been satisfied, be attributed to differences

in treatments.

In general, applications of experimental design require substantial resources, a high level

of methodological expertise, strong political commitment, random assignment of subjects

to conditions, sustained cooperation of experimental subjects, and relatively long periods of

control over treatment implementation and data access and collection.
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Prospective Versus Retrospective Studies of Cause

Coryn and Hobson (2011) noted the following in regard to inferences made from experimental

and many types of quasi-experimental designs:

For the majority of evaluations such inferences are about the effects of a given cause rather

than questions about the cause of a given effect. Put simply, a cause is that which precedes

or produces an effect, and an effect is the difference between what occurred in the presence

of a (presumed) cause and what occurred in its absence (i.e., counterfactual reasoning;

Rubin, 1974, 2005). Additionally, this view of causation is premised on manipulable

causes that can be deliberately varied and that can generate reasonable approximations

of the physically impossible counterfactual. Based on this logic, three conditions are

necessary for causal inference (Shadish et al., 2002): (a) temporal precedence—that cause

precedes effect, (b) covariation—that cause and effect vary together, and (c) absence of

alternative causes—that no other plausible explanations can account for an observed

treatment-outcome covariation. (p. 32)

Notably, experiments require careful prospective planning and design (that is, prior to the

delivery of a treatment or program), whereas most other types of designs, including many

types of quasi-experiments, are often retrospective in nature (in other words, designed and

conducted after a treatment or program has already occurred). However, by comparison with

randomized, prospective, variable-manipulating experiments, studies to determine causes of

observed effects are also critically important in the realm of studying causes. This is evident

in such post hoc investigations as an in-depth case study to determine the root causes of a

child’s reading disability; a coroner’s autopsy to determine the one or more causes of a death;

a laboratory’s studies to help a physician diagnose a patient’s difficulty in swallowing food; an

engineering firm’s forensic investigation to determine why a bridge collapsed; historical and

correlational analyses that established the link between lung cancers and smoking tobacco;

a causal, detailed historical analysis to determine why Napoleon lost the battle of Waterloo;

law enforcement/judicial, DNA-assisted proceedings to determine responsibility for a murder;

and an epidemiological investigation to locate the underlying cause or causes of illness

associated with eating cantaloupes from a certain vendor. As is evident in such familiar

post hoc investigations, a randomized experiment is but one of many varying approaches

to investigating and reaching conclusions about causes. The wide array of evaluators and other

investigators who study and reach conclusions about causes collectively require both the

cause-and-effect and the effect-and-cause paradigms to guide their investigations.

Uses of Experimental Design

Studies of the applications of randomized experimental design reveal a fairly large family of

related configurations for studying program effects. Such studies provide clear examples of

sound experiments producing valuable assessments of causes and effects. However, the studies

also indicate that many field-based experimental studies are poorly implemented.



Trim size: 7in x 9.25inStufflebeam c11.tex V2 - 08/06/2014 7:47am Page 252

252 CHAPTER 11–EXPERIMENTAL AND QUASI-EXPERIMENTAL DESIGN EVALUATIONS

Boruch (2003) documented uses of experimental design for evaluating programs in a wide

range of service areas, including employment; criminal justice; health care; cultural enrichment

programs for children; preschool, elementary, and secondary education; distance education;

and AIDS reduction. Nave et al. (2000) reviewed seven randomized field trials of educational

programs. These are noteworthy for the range of designs employed to apply the principles of

experimental design.

Spybrook (2008), in her investigation of studies funded by the U.S. Department of

Education’s Institute of Education Sciences, found that a majority of those studies were

underpowered. More recently, Christie and Fleischer (2010) reviewed the research designs

used and reported in studies published in North American evaluation journals, finding that

randomized experiments are relatively rare in certain areas of evaluation practice despite the

attention that such designs frequently receive in the scholarly literature.

Randomized Controlled Experiments in Context

Opportunities to meet the requirements of randomized experiments are quite limited. This is

especially true in such service fields as education, transportation, and social services and in

innovative development projects in which a premium is placed on creativity, trial-and-error

exploration, and continual feedback for improvement. The randomized experimental design

approach seems to work best when an investigator can muster strong control of experimental

variables. Prominent examples are testing seeds, fertilizers, pesticides, and cultivation practices

in agriculture; new drugs in the pharmaceutical industry; innovative procedures in medicine;

and different behavioral stimuli in experimental psychology.

The Limited Applicability of Randomized Controlled Experiments

Arguments used against the employment of experiments usually are of three kinds. First, it is

often contended that a group or groups deprived of a new and supposedly better treatment are

at a decided disadvantage (especially when funds have been targeted to provide equitable assis-

tance to all members of a certain needs-based group, such as a school district’s disadvantaged

elementary school students). The second argument is that it is often impossible to keep groups

separate and free from a wide range of contaminating factors. In the real world of schools, for

example, it is often difficult to arrange and sustain treatment and control groups and convince

administrators and parents and other stakeholders that the benefits of such procedures are

worth the difficulties of keeping groups separate and sustaining their different treatment expe-

riences. Clearly, programs that seek continuous improvement and innovative breakthroughs,

and that need continuous feedback on what is or is not working well, can be stifled when placed

under strict controls required by a true experimental design. That being said, however, Shadish

et al. (2002) have advised that interventionswith unsubstantiated beneficial effects and/or nega-

tive side effects, should not bewidely disseminated until evidence of their effectiveness has been

adequately established. Lastly, the third argument against use of experimental design is that

the goal of many naturalistic evaluations of innovative, field-based programs is to monitor and
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provide feedback to help improve the program, while also compiling in-depth qualitative and

quantitative evidence of its evolution, quality, costs, and outcomes. Such summative evidence is

used both for accountability purposes and to understand the program’s process, costs, and con-

sequences, which generally are beyond the scope of most experiments. In such applications, so

the argument goes, the program’s staffmembers benefit fromcontinuous feedback for improve-

ment, and the program’s constituents ultimately receive an in-depth summative report based on

thedetailed recordof theprogram’s implementation, costs, andoutcomes,with thepossibility of

receiving conclusions about program success or lack thereof that are beyond reasonable doubt.

Boruch (2003) acknowledged that experimental design is not applicable to many program

evaluation situations. Certainly it is not a panacea.We disagree sharply with the representatives

of theU.S. Department of Educationwho have often publicly cited randomized controlled trials

as the gold standard of program evaluation and mandated the approach’s—nearly—exclusive

use for federally funded evaluations of educational programs through the Education Sciences

Reform Act of 2002 (U.S. Department of Education, 2003). In 1951 R. A. Fisher, a pioneer of

experimental design, warned that his experimental design approach should not be considered

the only, or most appropriate, method of inquiry for all situations, which is what the Institute

of Educational Sciences of the U.S. Department of Education (2003) did—a position it later

retracted.

Since the mid-1960s, U.S. government agencies concerned with education cyclically have

imposed and subsequently retreated frommandates to use randomized experiments to evaluate

federal education projects. Repeatedly, the retractions have come when the unfeasibility of

using rigid designs to evaluate dynamic, improvement-oriented projects has become clear. This

pattern of what we judge to have been misguided federal leadership constitutes, in our view,

significant waste of federal resources for evaluating needed educational improvement projects.

An Example of Misapplication of the Experimental Approach

Asone personal example of this rather harsh judgment, in the early 1970s this book’s first author

served on ametaevaluation panel formonitoring and assessing a federally supported, $5million

experimental design evaluation of a large urban school district’s federally supported Emergency

School Assistance Act (ESAA) project. The project was targeted to help the district meet the

needs of a high influx of students newly arrived due to soldiers’ families’ being stationed at a

nearby military installation in the context of the nation’s military buildup to fight the Vietnam

War. This buildup suddenly had brought thousands of new students to several school districts.

ESAA had been established to help the districts meet the needs of these students. At the federal

government’s mandate, this evaluation (and others like it) had to be conducted strictly in accor-

dance with the requirements of randomized controlled experimental design. Senator Patrick

Moynihan, in consultation with Professor Donald Campbell of Northwestern University and in

support of Campbell’s advocacy of an experimenting society, had authored a federal mandate

requiring that ESAA be evaluated in accordance with the requirements of true experiments.

The district’s contracted evaluation group identified the treatment as ESAA funds,

identified matched pairs of schools in the district, and randomly assigned ESAA funds to
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one member of each pair. The evaluators then set out to measure the effects of the ESAA

treatment (added funds) by examining a number of outcomemeasures, especially standardized

achievement test results. At the first opportunity to search for differential effects, it became

clear that there were no significant differences between the experimental and control

groups’ assessed outcomes. Moreover, diagnostic investigation revealed that the district’s

superintendent had, to avoid dissension in the district, allocated to the control schools

other district funds in amounts that approximated the ESAA allocations to the experimental

schools. Thus, essentially there were no significant differences in treatments (money allocated

to each control and treatment school), and, not surprisingly, none in assessed educational

achievement outcomes for the two sets of schools.

Subsequently, the evaluators abandoned the mandated experimental arrangements and

proceeded with an attempt to conduct an in-depth case study. Unfortunately, their team

lacked experience and expertise in the area of case study evaluation. Ironically, another evalu-

ation group—with strong credentials in qualitative methodology—originally had submitted a

proposal projecting that the mandated randomized controlled experimental design approach

would not work and that a competently conducted case study approach could provide valuable

information on how the schools used the ESAA funds and with what discernible results.

Unfortunately, their proposal had been rejected without serious consideration of its rationale,

practicality, and potential to produce useful information. Following the failed attempt to

assess the treatment (consisting only of allocated federal money) by means of a randomized

experiment, the contracted evaluation team regrouped and struggled to learn and apply sound

case study methods.

As seen in this example, although experimental design is valuable in a limited sphere, there

are many instances in the context of evaluation in which experimental design is not needed,

is inappropriate, is not feasible, is potentially wasteful of resources, or may even be counter-

productive. These include especially the different stages of formative evaluation—for example,

needs assessment, evaluation of program proposals, process evaluation, exception reporting,

cost analysis, andmonitoring for quality assurance. In such situations, randomization and hold-

ing treatments constant probably could constitute undue interference, be irrelevant, and/or

be counterproductive. In these cases, options preferable to experimental design could include

rigorous application of any of a number of observational and analytical approaches, including

especially the case study approach; the Success Case Method; self-reports followed by site

visits by visiting teams; connoisseurship; the context, input, process, and product (CIPP)

evaluation model; consumer-oriented evaluation; responsive evaluation; goal-free evaluation;

and utilization-focused evaluation (Stufflebeam, 2001b).

Alternative Approaches for Addressing Cause-and-Effect Questions

In the sphere of cause-and-effect evaluations, experimental design is only one of a host

of applicable methods. Scriven (2005a, 2009a; also see Cook, Scriven, Coryn, & Evergreen,

2010) made this clear when he argued persuasively that causal inferences can be obtained

and strongly defended from a range of approaches other than randomized, comparative
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experiments. He posited that the correct gold standard of cause-and-effect program evaluations

is not conclusions from mandated randomized experiments but rather conclusions beyond

reasonable doubt, whatever the employed method. Such conclusions are obtainable from

rigorous application of a wide range of approaches, including, but extending far beyond,

experimental design. (We illustrated these previously when we distinguished between the

cause-and-effect and effect-and-cause paradigms.) Some of the wide range of approaches

available for investigating cause are evident in the following examples: studies of germs and

remedies applied to germ-free animals in gnotobiotic laboratories; epidemiological studies

to determine causal agents in disease epidemics; diagnostic studies in medicine; diagnostic

investigations of failures in buildings, automobiles, airplanes, and traffic control systems;

DNA laboratory tests to determine paternity or criminal involvement; interrupted time-series

studies; in-depth case studies; and regression discontinuity designs.

Contexts in Which Experiments Are Particularly Applicable

We debated whether to devote a complete chapter to experimental and quasi-experimental

design, thereby possibly giving this approach undue significance, particularly by comparison

with the other widely applicable approaches explored and discussed in Part Three. The main

reason for our dilemma was that like many others (but not all) in the evaluation field, we

hold some reservations about the utility and feasibility of implementing randomized controlled

experiments in the dynamic worlds of education, social services, and other evaluative domains.

The experimental approach’s requirements for random assignment, control of treatments, and

withholding of ongoing feedback for program improvement can inhibit study and improvement

of a program’s merit and worth (Stufflebeam, 2001b). Conversely, it is possible to support

the application of randomized experiments and quasi-experiments to evaluation when they

are used appropriately to address cause-and-effect questions. Thus, despite the strong and

often justified criticisms of experimental design, we believe that the approach should not be

disregarded. Moreover, many important principles from the experimental paradigm should

be considered requisite knowledge for evaluators.

In certain well-defined circumstances, randomized controlled experimentation has a place

in program evaluation and may elicit valuable information for decision making, especially in

the realm of large-scale, highly funded policy evaluation.

For example, Finkelstein et al. (2011) recently conducted a randomized experimental study

of a sample of uninsured, low-income adults in Oregon. The study’s subjects were selected

by lottery from the larger group of low-income, potential Medicaid applicants and given the

opportunity to apply forMedicaid. (Because demand forMedicaid insurance exceeded available

funds, control subjects were not considered to be unduly deprived of insurance.) In the year

after random assignment, the treatment group was about 25 percent more likely to have

insurance than the control group that was not selected. Advantages for the treatment group

included substantively and statistically significantly higher health care use (including primary

and preventive care as well as hospitalizations), lower out-of-pocket medical expenditures and

medical debt (including fewer bills sent to collection), and better self-reported physical

and mental health than the control group (Finkelstein et al., 2011).
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As this example shows, randomized controlled experimental design is a powerful approach

to addressing cause-and-effect questions under real-world conditions, when circumstances

warrant. Such circumstances may include a larger group of beneficiaries than can be served

with available resources—making random selection and assignment of subjects ethically

and politically acceptable; a treatment that can be differentially assigned to a randomized

group of recipients, such as enrollment in an experimental entitlement program; reasonable

control over who receives the treatment, such as with selection by lottery; low need

to control beneficiaries’ use of the treatment over time, such as when treatment beneficiaries

choose to use treatment services based on their needs; and outcome data on treatment

and control subjects that are normally collected, stored, and available for inspection, such

as in government records and databases, plus experimental and control subjects who are

willing to contribute self-reports. Though rare, the fact that such circumstances may exist

makes randomized controlled experimentation a powerful, viable option to consider under

appropriate conditions. Evaluators are advised to conduct rigorous evaluability studies (see

M. F. Smith, 1989) before proceeding with experimental studies.

Suchman and the Scientific Approach to Evaluation

Suchman (1967) set the principles of experimental design within a broad view of policy

evaluation and stressed the importance of taking account of the relevant social context. His

seminal writings on the topic greatly influencedmany other prominent evaluation theorists and

methodologists, including Donald Campbell, Huey Chen, Thomas Cook, Lee Cronbach, Mark

Lipsey, Peter Rossi, William Shadish, and Carol Weiss, among many others (also see Alkin &

Christie, 2004). It is of note that Suchmanmade a clear demarcation between evaluation, which

he equated with judgment, and evaluation research, which he denoted as judgment grounded

in scientific research. For a time in the 1970s, evaluation research was a term much in vogue

(for example, Weiss, 1972). It referred to an evaluation (that is, a judgment) based on empirical

research and subject to criteria of sound research, especially reliability, validity, generalizability,

and objectivity (also see Coryn, 2007b). The term evaluation research has largely since

disappeared from the evaluation literature and predominately has been replaced by evaluation

orprogramevaluation.Nevertheless, Suchman’s earlywritings (1967) about evaluation research

are clearly relevant to, and resonate with, the evaluation field as we know it today.

Suchman (1967) held that research scientists must base their conclusions primarily on sci-

entific evidence. It follows that he believed that evaluationmust be approached with the logic of

the scientificmethod.Hiswork andwritings during the 1960s, however, emphasized the need to

assess a program in relation to its practical setting. For this reason, he suggested specific criteria

for assessing program success. His studies in the field of social sciences, particularly public

health, made him keenly aware that evaluation research is attended by practical constraints.

Moreover, he stated that evaluation researchers, in their attempts to expose desirable and

undesirable consequences, must consider relevant values, especially those in conflict.

In a key contribution to the field, Evaluative Research: Principles and Practice in Public

Service and Social Action Programs (Suchman, 1967), whichwas greatly influenced byCampbell
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and Stanley (1963, 1966; also see Mark, Donaldson, & Campbell, 2011), Suchman stressed

that evaluators should use whatever research techniques are available and appropriate to the

circumstances and needs of a particular evaluation study. Although he believed the ideal study

would adhere to the classical experimental model, he also stressed that, in reality, evaluation

research projects usually involve some variation or adaptation of this model. To a large extent,

according to Suchman’s reasoning (1967), formulation of the objectives and design of an

evaluation research study largely depends on who conducts the study and the anticipated use

of outcomes.

Suchman (1967) was not alone in his belief that although evaluators are basically

researchers, they must strike a balance between rigorous methodology and adapting to the

situation in which they must function. Earlier writers who had advocated a similar approach

to evaluation methodology included Klineberg (1955), James (1958), Herzog (1959), and Fleck

(1961). Suchman differed from these writers by distinguishing clearly between evaluation and

evaluation research. The former he referred to generally as “the process of making judgments

of worth,” whereas the latter he considered to be “those procedures for collecting and analyzing

data which increase the possibility for proving rather than asserting the worth of some social

activity” (Suchman, p. 62). One could deduce that by distinguishing evaluation from evaluation

research, Suchman was placing the evaluator in a technical role and reserving the valuational

interpretation role for the client, whom he often referred to as the “administrator.”

When Suchman (1967) discussed the process of evaluation, he proposed a scientific

approach grounded in logical positivism. He saw evaluation as a continuous social process,

inherently involving a combination of basic assumptions underlying the activity being evaluated

and the personal values of the study participants as well as of the evaluator. Evaluation, he

maintained, must necessarily become a scientific process to take into account this intrinsic

subjectivity, because it cannot be eliminated. With the development of models and approaches

that espouse constructivism and postmodernism and whose proponents have not sought to

eliminate subjectivity, many evaluators today would not embrace Suchman’s focus on the

precepts, standards, and methods of logical positivism and hypothetico-deductive research. It

would be a decade after Suchman’s untimely death in 1971 that intensive work on broader

views of standards for evaluation would be undertaken, and some years thereafter before they

were being accepted and applied. The development of standards was a watershed in the history

of evaluation. These include the standards and guidelines reviewed in Chapter 3 and others

keyed to experimental studies, including ethical requirements for experiments prescribed by

the U.S. Federal Judicial Center and federal requirements placed on institutional review boards

in the United States.

Viewing evaluation as a scientific process, Suchman (1967) maintained that the same

procedures that we use to discover knowledge could be used to evaluate the degree of success

in the application of this knowledge. He held strongly to the concept that by adopting the

scientificmethod, an evaluatorwill producefindings that aremoreobjective andof ascertainable

reliability and validity. He viewed evaluation research as applied research and (with Ralph W.

Tyler) saw its purpose as determining the extent to which a specified program is achieving

the desired results. He said the results should be geared to helping administrators make sound
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decisions about the program’s future. Bearing in mind the dominant role of administrative

criteria in determining a study’s value, Suchman warned that the evaluator must be constantly

aware of the potential utility of findings. This emphasis on the necessity of useful findings could

give rise, he believed, to a very real problem for the evaluator. Because of strong vested interest,

a program administrator might endeavor to control the evaluation, at least to the extent of

defining the objectives of the program to be evaluated. To a far greater extent than the basic

researcher, the evaluator could lose control of the area being investigated. Thus, in Suchman’s

view, it is not the concepts of research per se thatmake evaluation studies difficult, but rather the

practical problems of adhering to these principles in the face of administrative considerations.

When he explored whether evaluation research was ready to play a more significant

role in policymaking, Suchman (1967) concluded that it was not. Systematic analysis of the

theoretical, methodological, and administrative principles underlying the evaluator’s objectives

and procedures was needed before positive and meaningful steps forward could be taken

confidently. It would not be too far fetched to assume that over four decades ago, Suchman

was assuming that guidelines were necessary for both evaluator and client. We believe that

he would have welcomed the sets of guiding principles and standards that have since been

established.

Suchman’s Purposes and Principles of Evaluation

Suchman (1967) supported the purposes of evaluation enumerated by Bigman (1961):

• To discover whether and how well objectives are being fulfilled

• To determine the reasons for specific successes and failures

• To uncover the principles underlying a successful program

• To direct the course of experiments with techniques for increasing effectiveness

• To lay the basis for further research on the reasons for the relative success of alternative

techniques

• To redefine the means to be used for obtaining objectives and even to redefine subgoals in

light of research findings

These purposes, in Suchman’s opinion (1967), suggested an intrinsic relationship between

program planning and development, on the one hand, and evaluation, on the other. In effect,

the procedures used to achieve these evaluation purposes must provide the basic information

for designing and, if necessary, redesigning programs. Just as traditional research should lead

toward increased understanding of basic processes, so should evaluation research “aim at

an increased understanding of applied or administrative processes” (Suchman, p. 64). This

emphasis on the importance of administration and its processes is quite relevant to any

attempt to evaluate the success or otherwise of a program five years after conclusion of the

original evaluation.

A principle that Suchman (1967) strongly endorsed is that different situations warrant dif-

ferent evaluation approaches, including different technical methods and criteria for measuring
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the success in obtaining desired objectives. Looking at the assumption that an evaluation study

may take several forms and also that the primary function ofmost studies is to help stakeholders

design, develop, and operate programs, we again see Suchman drawing the distinction between

evaluation and evaluation research. He considered evaluation as a goal, and evaluation research

as a particular means of obtaining that goal.

We strongly stress that although Suchman (1967) believed that the use of scientific

methodology needed a particular emphasis, he did not rule out the use of nonscientific

methods. He acknowledged that in program design and implementation, many evaluation

questions can be answered without research. Nevertheless, he maintained that if the basic

requirementsof evaluation researchcouldbemet—that is, underlying assumptionsof objectives

examined, measurable criteria developed specifically related to objectives, and a controlled

situation instituted—then conclusions based on convincing research, and not just subjective

judgment, would be the outcome.

Values and the Evaluation Process

A precondition of any evaluation study, Suchman (1967) maintained, is the presence of

some activity whose objectives are assumed to have value. He defined value as “any aspect

of a situation, event, or object that is invested with a preferential interest as being good,

bad, desirable, undesirable, or the like” (p. 67). From this we may construe that values—as

modes of organizing human activity based on principles that determine both the goals and

implementation of programs as well as the means of obtaining these goals—are basic precepts

of any evaluation study. Suchman argued that the evaluation process stems from and returns

to the formation of values, as shown in Figure 11.1.

Despite a gap of decades, Suchman’s philosophy (1967) that evaluation starts with a

particular value (either explicit or implicit) and thenproceeds to goal setting—that is, a selection

among alternative goals—is in accordwith some, but not all, current philosophies of evaluation.

Goal-setting forces are necessarily in competition with each other for resources and effort. We

cannot argue against criteria being selected to measure the attainment of goals or against the

idea that the nature of the goals would determine some of themeasures used. Even so, a number

of defensible evaluationapproaches arenotnarrowly focusedongoalswhen it comes to selecting

evaluative questions, criteria, and methods. Moreover, Suchman adopted a Tylerian approach

(R. W. Tyler, 1942) when he required that the evaluation be used to ascertain the degree to

which the operating program has achieved the predetermined objectives. Finally, based on this

orientation, he sought a judgment as to whether goal-directed activities were worthwhile.

Figure 11.1 indicates that the act of judgment returns the activity to value formation.

Suchman’s concept (1967) of the cyclical movement of the evaluation process emphasizes the

close interrelationship between evaluation and the value-laden nature of program planning

and operation. As a result, there is the ever-present possibility of a conflict of values between

the program administrator and the evaluator. In general terms, it can be said that values play

a large role in determining the objectives of social science programs and that the evaluation

process that exposes desirable and undesirable consequences of such programs must take into

account societal values, especially conflicting ones.
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Figure 11.1 Suchman’s Evaluation Process

Source: Suchman, E. A. (1967). Evaluative research: Principles and practice in public service and social action programs. New York, NY: Russell Sage Foundation, 34.

Assumptions for Evaluation Research Studies

Suchman’s main assumption (1967) for evaluation studies was that every program has some

value for some purpose. It follows that the most identifying feature of evaluation research “is

the presence of some goal or objective whose measure of attainment constitutes the main focus

of the research problem” (Suchman, p. 71).

When a clear statement of the program objective to be attained has been explicated, the

evaluation may be viewed as a study of change. The program to be evaluated constitutes the

causal or independent variable, and the desired change is similar to the effect or dependent

variable. Characterizing an evaluation study this way, Suchman (1967) postulated that the

project may be formulated in terms of a series of hypotheses that state that activities A, B, and

C will produce results X, Y, and Z (that is, descriptive causation—that A causes B; also see

Coryn, Noakes, Westine, & Schröter, 2011; Shadish et al., 2002).

Objectives and assumptions of an evaluation study are closely tied when the following

difficult questions need to be answered before a study commences: What kinds of changes are

desired? What means will be used to effect these changes? What signs will enable the changes

to be recognized? Before these questions can be addressed adequately, the evaluator must be

able to diagnose the presence or absence of a social problem and its underlying value system

and to define goals indicative of progress in ameliorating that condition.

Suchman (1967) outlined six questions that must be answered when formulating the

objectives of a program for evaluation purposes and, indeed, the design of the study itself:
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• What is the nature of the content of the objective (for example, change in knowledge,

attitudes, or behavior)?

• Who is the target of the program (for example, large-scale or discrete groups)?

• When is the desired change to take place (for example, are there short-term or long-term

goals or cyclical, repetitive programs)?

• Are the objectives unitary or multiple (for example, are the programs similar for all users

or different for different groups)?

• What is the desired magnitude of the effect (for example, widespread or concentrated

results)?

• How is the objective to be attained (for example, voluntary cooperation or mandatory

sanctions)?

Many of the answers to these questions will require an examination of the assumptions

underlying the stated objectives. Suchman (1967) saw it as the duty of an evaluator to challenge

these assumptions if necessary, stressing that only then can the “scientific” label truly be applied

to the evaluation process.

Suchman (1967) classified assumptions into two types: value assumptions and validity

assumptions. Value assumptions pertain to the system of beliefs that determines what is good

within a society or part of that society (Shadish, Cook, & Leviton, 1991). For example, a new

educational programmay be viewed favorably or unfavorably by various groups within a school

district. The question the evaluator must answer before investigating the program is, What is

success, and from whose point of view?

Validity assumptions are specifically related to program objectives. Such assumptions, for

example, underlie the belief of educators that early elementary programs must be consonant

with the home influences of each child. Suchman (1967) stressed that answers to all validity

questions can never be discovered before a program is initiated. Administrators should call

on their experience and skill to develop practical programs whose assumptions are clearly laid

down. The task of the evaluator is then to prove or disprove the significance and defensibility

of these assumptions.

It is obvious that Suchman (1967), with his emphasis on experimental designs, was well

aware of the world around the evaluation researcher and the necessity of dealing with a

program’s constituents, with all their strengths, weaknesses, idiosyncrasies, and values.

Suchman’s Categories of Evaluation

Suchman (1967) spoke of three categories of evaluation studies. Ultimate evaluation refers to

the determination of the overall success of a program in relation to its statement of objectives.

Preevaluative evaluation deals with intermediate problems (for example, development of

reliable and valid explications of the problem, definition of goals, and perfection of techniques)

that must be solved before ultimate evaluation may be attempted. Short-term evaluation

involves seeking specific information about concrete procedures in terms of immediate utility.
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Suchman (1967) maintained that evaluation research could be conducted in terms of

different categories of effect, in addition to varying levels of objectives. These categories

represent various criteria of success (or failure) by which a program is judged. He proposed

five categories:

• Effort. Evaluations in this category have as their criteria of success measures of the quantity

and quality of program activity that takes place. This is an assessment of input regardless

of output. It indicates at least that something is being done to solve a problem.

• Performance. Criteria in this area measure results of effort rather than the effort itself.

• Adequacy of performance. This category refers to the degree towhich effective performance

is adequate by comparison with the total amount of need (according to defined objectives).

• Efficiency. Evaluation in this category addresses thequestion, Is the capacity of an individual,

organization, facility, operation, or activity to produce results in proportion to the effort

expended?

• Process. The purpose of this category is to investigate basic reasons underlying the findings.

Suchman outlined four dimensions of an analysis of process: the attributes of the program;

the population exposed to the program; the context within which the program occurred;

and the different kinds of effects produced by the program (for example,multiple or unitary

effects and duration of effects).

In summary, in discussing types and categories of evaluation, Suchman (1967) outlined a

basic process to be followed in conducting an evaluation study. This process entails stating

objectives in terms of ultimate, intermediate, or immediate goals; examining the underly-

ing assumptions; and instituting criteria of effort, performance, adequacy of performance,

efficiency, and process.

Methodological Aspects of Experimental Designs

Suchman (1967) characterized evaluation research as a special kind of applied research whose

goal, unlike that of nonevaluation or basic research, is not to discover knowledge but to

test the application of knowledge. Emphasizing its utility, Suchman posited that evaluation

research should provide information for program planning, implementation, and develop-

ment. Evaluation research, with its various experimental designs, also assumes the particular

characteristic of applied research that allows predictions as to the outcome of investigation.

Suchman said that recommendations made in evaluation reports are examples of predictions.

Unlike basic, laboratory research, an evaluation study based on experimental design contains

an array of variables over which the evaluator has little if any control. He stressed that in

evaluation research, the observable and measurable variables are the phenomena of interest;

the implemented program has as its goal the changing values of these measures. Whereas the

underlying concept is of prime importance in basic, theory-testing research, such is not the case

in applied research, of which evaluation research is a form.
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Suchman (1967), inadvertently or otherwise, struck on the main limitation of the exper-

imental approach in evaluation when he contended that program evaluation may have very

little generalizability because an evaluation is applicable solely to the program being evaluated

within its context (see also Campbell, 1986). In other words, uncertainty is always present in

that a program that is effective in one situation very well may not be effective in another.

Moreover, when problem-solving objectives of evaluation research are considered to give

strength to administrative decision making for specific needs, further difficulties for external

validity always present themselves.

The inherent difference between evaluation research and basic research studies, according

to Suchman (1967) and earlier writers, is reflected in the form taken by the statement of

the problem. Whereas pure research (that is, nonevaluation research) questions whether A is

related to B and tests this relationship experimentally (under controlled conditions), applied

research (evaluation research) questions whether A works effectively to change B and attempts

to answer this question empirically by manipulating A and measuring the effect on B. In basic,

nonevaluation research, crucial importance is given to an analysis of a process whereby A

relates to B; in evaluation research, it is far less important to understand how A produced B

(that is, a causal explanation; see also Coryn, Noakes, et al. 2011; Shadish et al., 2002). These

days, evaluation emphasis must be given to the process that occurs between program initiation

and findings. All five evaluation approaches that follow in Part Three (in Chapters 12 to 16)

adhere to this concept, as do many modern conceptions of experimental design.

The differences between evaluation and nonevaluation research are not absolute, but may

be considered to exist on a continuum. Suchman (1967) thought that an evaluator therefore

should follow as closely as is practical the rules of scientific inquiry, but the evaluator must

define and justify where and when these rules have to be adapted to reality.

Principles of Evaluation Research Design

Suchman (1967) presented a list of principles to be observed in laying out the design of an

evaluation study; the main ones are as follows:

• A good design is one that is the most suitable for the purpose of the study; whether or not

it is scientific is not an issue.

• There is no such thing as a single correct design; hypotheses can be studied by different

methods using different designs.

• All research design represents a compromise dictated by many practical considerations.

• An evaluation research design is not a highly specific plan to be followed without deviation,

but rather a series of guidelines to ensure that main directions are followed.

Chapter 6 of Suchman’s 1967 book gives details of possible variations in evaluation research

design, which interested readers may wish to investigate. Although Suchman believed that the

ideal study would adhere to the classical experimental model, he also stressed that in reality,

evaluation research projects usually use some variation or adaptation of this model. To a large
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extent, the formulation of the objectives and design of an evaluation research study will depend

on who conducts the study and the anticipated use of the findings. He emphasized that while

designing a study, an evaluator must be aware that validity considerations are crucial.

According to Suchman (1967), the measurement of the effects of a program requires

specification relating to four major categories of variables:

1. Component parts or processes of the program

2. The intended population and actual groups reached

3. Situational conditions within which the program occurred

4. Differential effects of the program

Suchman (1967) recognized that determining both the reliability and the validity of the

criteria of effectiveness of these variables causes particular problems. For the most part,

the evaluator measures not the phenomena being studied directly, but rather indexes of

these phenomena (latent rather than direct manifestations). Two obvious problems present

themselves. First, how does the evaluator decide on indicators for the criteria of achievement

of program objectives? Second, how does the evaluator select from all possible indicators those

to be used for a particular purpose?

In presenting ways to solve these problems, Suchman (1967) discussed aspects of the

methodological concepts of reliability and validity at considerable length. In particular, he

emphasized that evaluators should be aware of and endeavor to control the main sources of

unsystematic variation in evaluation research:

• Subject reliability. Attitudes and behavior are affected by moods, fatigue, and so on.

• Observer (evaluator) reliability. Personal factors influence interpretation of a subject’s

responses.

• Situational reliability. Conditions of measurement produce changes in results that do not

reflect true changes in the evaluand being studied.

• Instrument reliability. All of the preceding factors (combined) or specific aspects of the

instrument itself (for example, poorly worded questions) affect reliability.

• Processing reliability. Coding errors, occurring randomly, lower reliability.

Validity presents a much broader problem than reliability because it refers not only to

specific measures but also to the significance of the whole evaluation process. The validity of

an evaluation study refers to the validity of its specific measures; it also refers to the theory

underlying the hypotheses relating the evaluation’s activities to its objectives. Suchman (1967)

identified the following sources of bias leading to validity concerns in evaluation studies:

• Propositional validity: The use of incorrect or inappropriate assumptions or theories

• Instrument validity: The use of irrelevant operational indexes

• Sampling validity: Lack of population representativeness in the sample
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• Observer (evaluator) validity: Introduction of a consistent bias based on personal bias or

preconceived notions

• Subject validity: Habits and predispositions of subjects that introduce invalid biases

• Administration validity: Conditions of the study (for example, methods of data collection)

that constitute a source of invalidity

• Analysis validity: Deliberate or unintended bias in analysis that causes invalidity

The differential effects of a program encompass what Suchman (1967) termed “unantici-

pated or unintended effects.” Social phenomena are so complex and interrelated that to change

one of its aspects becomes impossible without producing a series of connected changes, which

Suchman termed “secondary effects.” These secondary effects of a program can be particularly

troublesome when the program is intended to be widely disseminated. Federally funded pro-

grams in education fall into this category just as much today as they did in Suchman’s time. The

evaluator and program administrator must therefore be wary of easy acceptance of secondary

positive effects as justification for a program even if its intended objectives are not achieved;

decisions concerning generalizability should take into account both intended and unintended

effects. However, it is also important to understand that research is a learning process and that

analysis of secondary effects (desirable or undesirable) is an integral part of this process.

Contemporary Concepts Associated with the Experimental
and Quasi-Experimental Design Approach to Evaluation

Despite Suchman’s profound influence (1967), most contemporary philosophical thinking

about and methodology associated with the experimental and quasi-experimental design

approach to program evaluation stem from Shadish et al.’s seminal 2002 book Experimental

and Quasi-Experimental Designs for Generalized Causal Inference. Modern experimental

reasoning is premised on activity theory, whose key feature is deliberate variation of something

so as to discover what happens to something else later—to arrive at presumed causes.

Moreover, this approach is predominately premised on manipulable causes (for example,

treatments, interventions, programs). Nonmanipulable events (such as a hurricane) and traits

(such as gender) cannot be deliberately varied to determine their effect on something else (but

they can still be studied as causal antecedents). A central task for all cause-probing studies,

therefore, is to create reasonable approximations of the physically impossible counterfactual.

As mentioned earlier in this chapter, “such inferences are about the effects of a given cause

rather than questions about the cause of a given effect” (Coryn & Hobson, 2011, p. 32). Central

to this reasoning is that (1) cause precedes effect, (2) cause and effect vary together, and

(3) no other plausible explanations can account for an observed causal relationship (where a

cause is that which produces an effect or result, an effect is the difference between what did

happen andwhat would have happened or that which occurs as a result of something else, and a

counterfactual is knowledge of what would have happened in the absence of a presumed cause).

Intuitively, the causal effect of an experimental treatment,E, over a control condition,C, for

a particular unit and an interval of time from t1 to t2 is the difference between what would have
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Table 11.1 Basic Counterfactual Logic

Subject YE YC YE − YC
Subject 1 5 ? ?
..................................................................................................................
Subject 2 6 ? ?
..................................................................................................................
Subject 3 ? 2 ?
..................................................................................................................
Subject 4 ? 3 ?
..................................................................................................................
Subject 5 5 ? ?
..................................................................................................................
Subject 6 ? 2 ?
..................................................................................................................
Subject 7 5 ? ?
..................................................................................................................
Subject 8 ? 3 ?
..................................................................................................................
M 5.25 2.50 2.75

happened at time t2 if the unit had been exposed to E initiated at t1 and what would

have happened at t2 if the unit had been exposed to C initiated at t1 (Rubin, 1974). Given

that subjects cannot simultaneously be members of both E and C groups, only the average

causal effect can be estimated, as illustrated in Table 11.1, where the question marks indicate

responses that cannot be observed.

One of the major concerns among those who advocate the experimental and quasi-

experimental design approach to evaluation are threats to validity. Threats to validity are

reasons why an inference may be incorrect. Many threats to validity cannot be ruled out

with design controls, either because the logic of design control does not apply (for example,

because of inadequate construct explication) or because practical constraints prevent such

controls from being applied (for example, there are intact groups). The major focus of design

is, therefore, anticipating and reducing the number and plausibility of threats to validity. In

contrast to Suchman (1967), Shadish et al. (2002) enumerated four major types of validity:

1. Internal validity: The validity of inferences about whether the relationship between two

variables is causal

2. Construct validity: The degree to which inferences are warranted from the observed

persons, settings, treatments, and cause-and-effect operations sampled within a study to

the constructs that these samples represent

3. External validity: The validity of inferences about whether a causal relationship holds over

variations in persons, settings, treatment variables, and measurement variables

4. Statistical conclusion validity: The validity of inferences about the covariation between two

variables

Experimental and quasi-experimental design evaluators are primarily concerned with

internal validity, though the other types of validity also are considered important. As noted

earlier, threats to internal validity are reasons why inferences that the relationship between two

variables is causal may be incorrect; these threats include, but are not limited to, the following

(Shadish et al., 2002):
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1. Ambiguous temporal precedence. Lack of clarity about which variable occurred first may

yield confusion about which variable is the cause and which is the effect.

2. Selection. Systematic differences in respondent characteristics across conditions could

cause the observed effect.

3. History. Events occurring concurrently with treatment could cause the observed effect.

4. Maturation. Naturally occurring changes over time could be confused with a treatment

effect.

5. Regression. When units are selected for their extreme scores, they will often have less

extreme scores on other variables, an occurrence that can be confused with a treatment

effect.

6. Attrition. Loss of respondents to treatment or to measurement can produce artifactual

effects if that loss is systematically correlated with conditions.

7. Testing. Exposure to a test can affect scores on subsequent exposures to that test, an

occurrence that can be confused with a treatment effect.

8. Instrumentation. The nature of a measure may change over time or over conditions in a

way that could be confused with a treatment effect.

9. Additive and interactive threats. The impact of a threat can be additive in relation to that

of another threat or may depend on the level of another threat.

By definition, experimental designs rule out selection threats due to random assignment.

In short, these types of designs are intended to strengthen causal inferences through the

application of design elements. These elements include assignment (for example, random

assignment, cutoff-based assignment);measurement (pretests, posttests, retrospective pretests,

nonequivalent dependent variables); comparison groups (single nonequivalent comparison

groups, multiple nonequivalent comparison groups, cohorts); and treatments (switching repli-

cations, removed treatments). In characterizing experimental and quasi-experimental designs

it can be useful to use the notation shown in Table 11.2 to most efficiently identify potential

(contextual) validity threats as well as to clearly explicate the design used for an evaluation.

The basic, two-group, posttest-only experimental design would be configured using the

notation in Table 11.2 as follows (other common and less common types are explained in detail

in Shadish et al. [2002]):

R X O1

R O1

Notably, this design does not include a pretest observation. Pretest observations should

be avoided if sensitization (that is, exposure to a measurement procedure that influences

subsequent measurements) is likely; if a pretest cannot feasibly be gathered; or is a constant

(as in studies of mortality in which all patients are alive at pretest), for example. Pretests are

a necessity when attrition is likely—and it nearly always is—and as a means of increasing
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Table 11.2 Common Notation for Experimental and Quasi-Experimental Designs

Notation Definition

R Random assignment
........................................................................................................................
NR Nonrandom assignment
........................................................................................................................
O Observation
........................................................................................................................
X Treatment
........................................................................................................................
X Removed treatment
........................................................................................................................
X+ Treatment expected to produce an effect in one direction
........................................................................................................................
X− Conceptually opposite treatment expected to reverse an effect
........................................................................................................................
C Cut score
........................................................................................................................
— Nonrandomly formed groups
........................................................................................................................
. . . Cohort

statistical power by using them as covariates. Extending this design to include a pretest

observation, which might be useful for exploring attrition, using the pretest as a covariate,

and/or determining whether randomization was successful (that is, ensuring that groups were

equivalent prior to assignment to the treatment or control condition), the design would be:

R O1 X O2

R O1 O2

These designs are intended not only to reduce certain validity threats but also to address

different types of questions. For example, the multiple-treatment design that follows could be

used to address the relative effectiveness of one treatment (A) versus another (B) in comparison

to a control, to compare specific components or parts of a treatment, or for dose-response

studies (differing doses of the same treatment):

R O1 XA O2

R O1 XB O2

R O1 O2

Quasi-experimental designs share all structural features with experimental designs except

that units are not randomly assigned to conditions. One of the most common quasi-

experimental designs used for evaluation, the untreated control group design with dependent

pretest and posttest samples, would be notated as follows:

NR O1 X O2

NR O1 O2

This design is similar to the randomized pretest-posttest design shown earlier except that

units are not randomly assigned to treatment or control conditions.With this design, and nearly
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all quasi-experimental designs, a selection bias is always present, but the pretest observation

allows for determining the magnitude and direction of bias. An even more common design

used for program evaluation is the one-group pretest-posttest design:

O1 X O2

Here, the pretest provides only weak information concerning what might have happened

to participants had the program not occurred.

Although the basic designs just described do not do justice to the complex options available

for experimental and quasi-experimental designs for evaluation (for example, factorial designs),

later in this chapter we will discuss the state of the art in quasi-experimental alternatives

to experimental designs, including regression discontinuity designs, interrupted time-series

designs, and other quasi-experimental designs that often approximate experimental studies.

Exemplars of Large-Scale Experimental and Quasi-Experimental
Design Evaluations

Next, it is of interest to move beyond this theoretical conception of experimental design and

see how the concept has worked out in practice. We will therefore summarize and characterize

three of the studies that were reviewed by Nave et al. (2000). These studies illustrate the range

of possibilities for applying the principles of experimental and quasi-experimental design.

Tennessee Class Size Study (1985–1989)

This experiment studied the effects of reducedclass sizeon student achievement inkindergarten

and grades 1, 2, and 3 in about eighty diverse public elementary schools throughout Tennessee

(see also Mosteller, 1995). The initial study assessed student achievement in math and reading

annually for four years. A follow-up study continued to assess the achievement of each group

for additional years. We have combined both studies in an overall characterization of the

employed experimental design. At the risk of oversimplifying the actual study design, we have

represented it as follows:

R XA O1 O2 O3 O4 . . . Ok

R XB O1 O2 O3 O4 . . . Ok

R O1 O2 O3 O4 . . . Ok

The population of interest included all the kindergarten and first-, second-, and third-

grade students and teachers in Tennessee. The study groups were nonrandom samples of

6,400 kindergarten students and 300 teachers. The involved schools, all of which had accepted

invitations to participate, were from throughout the state; they were from inner-city, urban,

suburban, and rural areas. Both the students and the teachers were randomly divided into

and kept in three subgroups for four years. Treatment group 1 students and teachers (XA)

were in small classes of 13 to 17 students. Treatment group 2 students and teachers (XB) were
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in regular-size classes of 22 to 25 students and also had a teacher’s aide. The control group

students and teachers were in regular-size classes of 22 to 25 students and had no teacher’s

aide. Students’ reading and arithmetic achievement scores were monitored across the four

years of the study and subsequently across additional years. Comparisons between the groups

showed that small class size had a positive and statistically significant effect lasting at least

through the eighth grade. As a consequence, the Tennessee legislature allocated billions of

dollars to lower class size in grades K through 3 in seventeen impoverished school districts.

Subsequent investigation in these seventeen districts showed marked improvement in both

math and reading test scores.

High-Scope Perry Preschool Study (1962–1965 and Beyond)

This experiment studied the effects of a rigorous preschool program for 123 disadvantaged

children who were considered to be at risk of failure in school and later life (see also

Schweinhart, Barnes, & Weikart, 1993). The treatment was delivered from 1962 through

1965, and treatment and control group participants were followed for more than thirty

years. Hypothesized benefits of preschool experience included development of cognitive

skills, success in school, graduation from high school, employment, economic self-sufficiency,

positive family relationships, social responsibility, and staying out of jail. The design of this

study could be configured approximately as follows:

Wave 0
R X O1 O2 O3 O4 O5 O6 . . . Ok

R O1 O2 O3 O4 O5 O6 . . . Ok

Wave 1
R X O1 O2 O3 O4 O5 . . . Ok

R O1 O2 O3 O4 O5 . . . Ok

Wave 2
R X O1 O2 O3 O4 . . . Ok

R O1 O2 O3 O4 . . . Ok

Wave 3
R X O1 O2 O3 . . . Ok

R O1 O2 O3 . . . Ok

Wave 4
R X O1 O2 . . . Ok

R O1 O2 . . . Ok

The study had five waves (cohorts) of participants, waves 0, 1, 2, 3, and 4 here, all from

Ypsilanti, Michigan—two waves in the first year of the study and one in each of the three

subsequent years. Each wave was randomly divided into a treatment group and a control group.

The former received daily classroom sessions and home visits, whereas the latter received no

preschool service. During the first year, the wave 0 group of four-year-olds participated in

the preschool experience, and the wave 1 group of three-year-olds began their two-year stint

of preschool. The treatment groups in waves 2, 3, and 4 were three-year-olds who all received

two years of preschool experience. As feasible, all experimental and control participants were

followed upwith formore than thirty years. The evaluators applied a wide range of educational,
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social, and economic measures to assess the program’s success. Based on these measures, this

program yielded many positive short-range and long-range benefits.

Career Academies Study (1992–2003)

This ten-year study was conducted to investigate the effects of career academies on high

school students’ academic achievement, progress toward graduation, and preparation for

postsecondary education and employment (see also Kemple with Scott-Clayton, 2004). The

design of this study can be characterized as follows:

Block A
R X O1 O2 O3 O4 . . . Ok

R O1 O2 O3 O4 . . . Ok

Block B
R X O1 O2 O3 O4 . . . Ok

R O1 O2 O3 O4 . . . Ok

Over a three-year period, about 1,700 volunteer eighth- and ninth-grade students across

nine schools were randomly divided into a 959-member career academies group and an 805-

member traditional high school (control) group. The experimental and control groups were

blocked using high-risk (block A) and low-risk (block B) students as the randomized blocks.

Student outcomes were monitored over a ten-year period using school records and other

data on attendance, achievement, course-taking patterns, progress through high school, and

post–high school performance. At the end of twelfth grade, high-risk students in the career

academies group exceeded their control group counterparts in reduceddropout rates, improved

attendance, increased participation in academic courses, and progress toward graduating on

time. Of 490 students who completed twelfth-grade math and reading tests, however, no

significant differences were found between the treatment and control students. Also, when all

students’ performance was analyzed, there were only minor advantages for the experimental

group. This application of experimental design illustrates the increased precision that one can

obtain by employing blocking variables for randomized experimental and control groups to

look at effects on subgroups, such as males and females, minority and nonminority groups, and

low- and high-risk groups (Raudenbush, Martinez, & Spybrook, 2007).

Guidelines for Designing Experiments

As Boruch (2003) noted, experimental design is very much a preordinate, or prospective,

approach to evaluation. He advised evaluators to specify basic elements of a contemplated

randomized field trial in advance. In the following paragraphs we summarize his advice as well

as advice from Suchman (1967) and Shadish et al. (2002), and we also add some of our own.

DecidingWhether to Proceed with an Experiment

There aremany circumstanceswarranting evaluation inwhich a randomized experimentwould

be inappropriate, not feasible, or not influential. Before proceeding to conduct an experiment,

an evaluator should ascertain the feasibility of the contemplated study (with all its possible
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social, legal, and ethical issues). In planning for the study, the evaluator should conduct an

evaluability assessment—an essential process of determining whether the study would meet

the following requirements:

• There is a well-defined treatment that can be implemented with fidelity.

• There is confusion about and/or a clear need for information on the treatment’s

effectiveness.

• There is (or can be obtained) sufficient clarity and consensus on the program’s objectives

and the values it should serve to warrant selection of credible and defensible outcome

measures.

• The findings of the projected experimental study would address the study’s purpose and

effectively address stakeholders’ questions.

• There are sufficient subjects to adequately power the study (though there are instances in

which underpowered studies are warranted).

• There is assurance that study subjects will consent to being assigned randomly to

experimental and control conditions.

• There is capacity, willingness, and agreement on the part of needed institutions to fully and

faithfully play their respective roles in carrying out a randomized, comparative experiment.

• There is a strong, documented commitment from authority figures to maintain conditions

necessary to faithfully implement the treatment and carry out the study over its full course.

• Program staff members understand and accept that the evaluation will not provide them

with formative evaluation for continual program improvement.

• Program staff members are on record as agreeing to comply with randomization require-

ments and retain and hold the program treatment constant during the course of the

experiment.

• Needed approvals from relevant institutional review boards and government organizations

are in place to ensure that the needed information can be obtained.

• Those who are expected to participate in the treatment conditions and provide the needed

information have given their written commitment to doing so.

• Any necessary guarantees of anonymity or confidentiality can be fulfilled.

• The participating evaluation staff possesses the technical expertise and availability to

competently conduct all aspects of the study.

• There is reasonable written assurance that the resources required to carry out the full

experiment will be provided.

• There is ample evidence that audiences for the evaluation report trust and have confidence

in the evaluation team’s integrity and competence.

• Overall, the contemplated experimental study would be feasible to conduct, be completely

ethical, yield valid information on the program’s effectiveness, and produce findings that

would be used.
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If any of the preceding conditions have not been met or cannot be met, the evaluator

should not proceed with an experimental study and possibly should not conduct any other kind

of study. Before declining the evaluation assignment, it would, however, be useful to consider

whether some other evaluation approach would be feasible and credible and produce valuable

information on the subject program. It is possible that persons’ unwillingness to meet certain

of these conditions would be mitigated if the evaluation were not constrained by requirements

for randomization and experimental controls. For example, if program staff members knew

they would get continual feedback to help improve the program and that using the feedback for

program improvement was acceptable, theymight bemore forthcoming in supplying requested

information and cooperating in other ways.

Values, Theory of Change, and Success Variables

As Suchman (1967) stressed, before proceeding with an experiment, an evaluator should deter-

mine and examine the values being sought through the program and the theory of how desired

changes are to be obtained. These determinations provide the basis for identifying and assessing

the needs of intended beneficiaries; defining the desired treatment; clarifying and assessing the

ultimate, intermediate, and immediate program goals; determining which intended outcomes

are targeted to which parts of the intended beneficiaries; and selecting appropriate outcome

measures. It is almost a given that different stakeholders will have different, even contradictory

ideas about what the program should do and not do and what it should achieve and not achieve

(that is, conflicting values). Also, different intended beneficiaries might have different needs

to be served by the program. Some persons are likely to worry that certain of the program’s

outcomes will be undesirable or harmful to particular program participants or other interested

parties.

Before agreeing to conduct an evaluation, the evaluator is advised to meet with representa-

tives of the full range of stakeholders, especially those whomight be harmed by implementation

of the subject program. When there are sharp value conflicts relating to the program, the eval-

uator should consider engaging stakeholders in a values clarification and consensus-building

process. The evaluator also should judge whether the determined program goals are ethical

and worth achieving.

If clear and defensible program goals have been identified, the evaluator can proceed

to design a study based on the program’s underlying values. As part of this process, the

evaluator should seek to understand the client group’s theory of how the program is expected

to bring about the desired changes (also see Coryn, Noakes, et al., 2011; Funnel & Rogers,

2011). As Suchman (1967) recommended, the evaluator should define the independent and

dependent variables, state the hypotheses to be tested, diagnose the social or technical problem

or problems underlying the desire for change, clarify the desired changes and whether different

changes are being sought for different subsets of beneficiaries, clarify the means of effecting

the changes, and define the signs of actual change. If serious value conflicts cannot be resolved;

if the stakeholders are unable to clarify the value system underlying the program; or if the

program treatment, program goals, or both are unethical, the evaluator should decline to

design and conduct the experiment.
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Key Evaluation Questions

Having structured a randomized experiment, the evaluator is advised to exploit its power for

addressing a wide range of relevant questions. He or she should consider addressing questions

concerning the program’s effects, such as the following:

• What were the quantity and quality of the effort to carry out the program?

• What were the program’s intended and unintended outcomes?

• To what extent were program outcomes long range as well as immediate?

• To what extent did the program target and effectively address the needs of the intended

beneficiaries?

• What were the program’s differential effects on different parts of the experimental and

control groups?

• What were the reasons for observed outcomes?

• How could program administrators make the program more effective or more efficient?

• Was the investment in the program justified by its outcomes?

• To what extent did program outcomes lead to changes in policies and practices inside and

outside the program’s geographical area?

• What are the program’s implications for further research in the program area?

Populations, Units of Randomization, and Statistical Power

In many studies, it makes sense to define the population of interest and randomly select the

members of the study sample from this group. A random sample taken from a predefined

population of interest greatly enhances the possibility of extrapolating study findings to the

larger population (Koleci, Coryn, Hobson, & Keci, 2011). In any long-range study, however,

the population of interest at the study’s conclusion could be substantially different from the

original population. Such forces as gentrification can greatly change the composition and

characteristics of a population in a particular area. Also, investigators rarely have sufficient

control over sample selection to draw a random sample from a defined population. Usually it

is necessary to deal with volunteers or other intact, nonrepresentative groups.

In such cases, about the best an evaluator can do is to randomly assign the members

of the convenience group to experimental and control conditions. Random assignment is a

powerful technique for ensuring equivalence of the comparison groups. The randomly assigned

experimental and control units may be individual persons or intact groups. If the individuals

are members of groups, such as classrooms, then their interactions with one another make

them nonindependent units. In such cases, the need tomeet the independence requirements of

statistical analysis dictates that the group should be employed as the unit of analysis. However,

this well-established statistical principle can be problematic. If using groups reduces the

number of experimental units to only a few, then the power of the analysis to detect treatment
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differences is low. Violating the assumption of independence by using individuals within groups

as the experimental units may add statistical power. Sometimes it can be instructive to perform

analyses on both individuals and groups and compare the results. Boruch (2003) advised that

the main rules of thumb in assuring statistical power are (a) do a statistical power analysis,

(b) match on everything possible prior to randomization and then randomize, (c) get as

many units as possible, and (d) collect covariate/background data and time series data to

increase the trial’s power. (p. 113)

Interventions

The heart of any experimental study is one or more well-defined, powerful, and well-

implemented treatments whose effects are of practical and often theoretical interest. The

evaluator must proceed only on the basis that there is a definite treatment, that it will

be faithfully implemented, that it will be held constant, that it will be applied only to the

experimental group, and that its implementation can be monitored and verified. On this last

point, it is essential that feedback from monitoring the treatment not become part of the

treatment. If feasible, it is desirable that treatments be monitored, stabilized, and verified

before starting an experiment. In advance of starting an experimental design evaluation, it is

prudent to provide program staff with program guidelines and pertinent training. In general,

experimental design evaluators should not waste time, resources, and effort in evaluating weak

or phantom treatments.

Random Assignment

As noted repeatedly in this chapter, random assignment of subjects to treatments is a core

feature of the experimental design approach. Randomassignment is needed to ensure that every

experimental unit has an independent and equal chance of being assigned to the experimental

or control group. It should be done in an unbiased manner and close to the time when the

treatment group will be involved in the program. The sample from which subjects will be

randomly assigned should be large enough to ensure equivalence between the comparison

groups. Boruch (2003) advised that “if it is possible to match or block, prior to randomization,

this ought to be done” (p. 115). Prior to random assignment, the evaluator should obtain

assurance that all units in the study sample are committed to participating or will be required

to participate faithfully in the group to which they are randomly assigned, for the full duration

of their intended involvement.

In terms of mechanics, random assignment preferably is done through the use of an

appropriate software package or a random numbers table. The randomization process should

be managed by a person with no vested interest in the program. Boruch (2003) advised against

such loose approaches as coin tosses and pulling numbers from a hat because they are prone

to bias. (See also Shadish et al. [2002] for suggestions in regard to random assignment of units

to conditions.)
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Observation, Measurement, and Theory

The modern concept of experimental design requires a comprehensive approach to data

collection. The evaluator should collect both quantitative and qualitative information and

should be careful not to collect unneeded information. The required information includes the

background characteristics of each person or entity in the treatment and control groups, the

program’s context, relevant needs assessment information, intended and actual beneficiaries,

field notes on how and how well the experimental treatment was implemented, the activities

of persons or entities in the control group, a record of program costs, differential effects,

intended and unintended outcomes, and responses to all agreed-on investigatory questions.

In choosing measurement variables, it can help the evaluator to consider the elements of

a relevant theory that denote how particular treatments are expected to produce desired

outcomes. In assessing the implementation of a treatment, the evaluator should record and

keep a count of instances of poor implementation and nonimplementation plus qualitative

information on the reasons for noncompliance. Such data should be recorded in a detailed

technical appendix to the evaluation report. In certain instances, measures of implementa-

tion fidelity can be used to investigate whether treatment integrity moderates an observed

treatment effect.

Management

Evaluations basedon experimental designprinciples require sustained, competent, and effective

management. The study manager must secure the required funding; establish and maintain

mutual trust among the involved parties; secure needed cooperation from various individuals,

groups, and institutions; appoint and involve advisory panels; involve other interest groups;

schedule the needed work; delegate authority and responsibility for different parts of the

study; recruit, train, and supervise staff; anticipate and cope with political threats to the study;

maintain control of the implementation of the experimental design; take necessary steps to

ensure that experimental and control groups are kept separate; maintain communication with

all interested parties; foster positive public relations for the study; host visiting dignitaries,

researchers, content experts, program stakeholders, and members of the media; maintain

fiscal accountability; meet all legal requirements; write and deliver necessary management

reports; report on progress to the evaluation’s sponsor, client, and professional reference

groups; subject the study’s plans, process, and reports to independent metaevaluation; foster

dissemination of study findings; and troubleshoot and solve problems as needed. Clearly there

is much more to conducting a sound, experimentally oriented evaluation than just carrying

out the technical work. The evaluation management task is essentially the same for all types of

evaluation.

In spite of the evaluator’s best efforts to implement the needed controls, the conditions

required to conduct a successful experiment might break down at any point during the study

process. Therefore, it is prudent for the evaluator to prepare contingency plans in case this

happens. For example, the evaluatormight be prepared, if necessary, to convert the randomized

controlled experiment to a quasi-experiment or even a case study.
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Analysis

Data fromexperiments should be thoroughly and systematically analyzed. Appropriate analyses

(to establish statistical conclusion validity) are necessary to determine whether the experiment

was carried out as planned, whether the treatment condition of interest produced better

results than a control condition or alternative treatment, whether observed differences are

practically important, whether the program was more effective for some subgroups of the

treatment sample than for others, and whether the findings may be extrapolated to other

settings. Following are general classes of analysis needed to address this range of issues.

Design Implementation Analysis

This analysis is necessary to determine the extent to which the treatment (or treatments)

was implemented as intended and applied to the intended beneficiaries, and to confirm that

experimental and control (or alternative treatment) groups did not differ in important ways at

the experiment’s outset and did not become contaminated by each other along the way. The

evaluator should compile and analyze field notes onhowandhowwell the treatmentwas carried

out; the extent to which experimental and control conditions were applied consistently and

exclusively to the intended groups; any major deviations from the intended treatment process;

and, in general, the fidelity of the implementation of the treatment. Most of these analyses

will be qualitative in nature. The evaluator should assess the extent to which the comparison

groups were equivalent by creating tables comparing the groups at the experiment’s outset

on such variables as socioeconomic status, ethnic origin, age, gender, school years completed,

aptitude test scores, and grade point average.

Core Analysis

What Boruch (2003) has referred to as “core analysis” addresses the central question in any

experiment: Is the observed difference between the comparison groups statistically significant?

Such analysis estimates the magnitude of difference between the assessed outcomes for the

groups and, based on the theory of randomization, gives a statistical statement of the level

of confidence that the difference is not due to chance variation. Determinations of statistical

significance follow the rules of t-tests, analysis of variance, analysis of covariance, and other

relevant tests. Based on the theory of randomization, these tests indicate the number of times

(such as less than one or less than five) out of one hundred that the observed difference would

be expected based on chance variation. Any observed difference beyond the chosen 0.05 or

0.01 significance level is judged to be statistically significant. As Boruch (2003) emphasized,

tests of statistical significance must analyze outcome measures for the comparison groups as

they were originally randomly assigned. This is required to adhere to the statistical theory and

logic associated with comparing equivalent groups. If by some circumstance some members

of an experimental group switched to the control group (or vice versa) during the course of

the experiment, it is not permissible to switch them from their original assigned group for

purposes of analysis. Data on themmust be included with the data for the group to which they

were originally assigned. This is essential to preserve the validity of the statistical analysis and
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also ensures conservatism in claiming a statistically significant difference. Good contemporary

statistical practice, however, dictates that treatment and control group differences be reported

in the form of an appropriate effect size metric (for example, standardized mean difference,

odds ratio, or risk ratio) and its corresponding 95 percent or 90 percent confidence interval

(that is, the level of precision). This would be done in addition to, or instead of, conducting

simple tests of statistical significance (Kline, 2004, 2008). (Effect sizes and confidence intervals

are discussed at length in Chapter 23.)

Practical Significance

Because policymakers or program stakeholders may not always consider a statistically sig-

nificant difference important, the investigator often will conduct further analysis to help the

interested parties reach a judgment of whether the observed difference has practical signif-

icance (again, often through reporting standardized effect sizes and their corresponding 90

percent or 95 percent confidence interval). More typically, judgments of practical signifi-

cance will be secured through qualitative means. For example, before findings are obtained,

the investigator might engage focus groups to discuss and reach agreement on what level

of difference would be sufficiently important to adopt an innovation being compared with

current practice. Following a determination of statistically significant findings, the evaluator

might reconvene the focus group, confront the participants with their previous conclusions on

practical significance and the findings on statistical significance, and engage them to consider

whether the statistically significant differences obtained are sufficiently important to warrant

adoption of the experimental approach.

As another approach, the investigator might conduct a cost analysis (see Chapter 6) to help

decision makers consider whether the possible improved performance available from adopting

a new practice is worth the projected cost of adopting the approach (which could be more or

less than the cost of current practice). For example, a school board might not be willing to bear

a substantial cost associated with reduced class size if the statistically significant improvement

in test scores is only two or three points on a standardized test.

A Posteriori or Post Hoc Tests

Often the core analysis will yield a statistically significant interaction between a treatment

variable and blocking variables, such as gender or socioeconomic level. In general, interactions

frequently indicate that although treatment differences might not be statistically significant

overall, there could be significant differences between treatment and control condition results

for certain subgroups. For example, reduced class size might not show statistically significant

improvement for a total group of students but could reveal significant differences between

treatment and nontreatment students from impoverished homes. Probing of such observed

subgroup differences through a posteriori or post hoc tests may not yield findings that are

supportable from the underlying theory of random assignment, but it can yield hypotheses for

further investigation and policy-level deliberation.
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Literature Reviews

Still another form of analysis is to conduct a literature review. One would conduct a systematic

search of the relevant literature to identify studies that were similar to the subject experiment.

One’s experiment and the relevant similar studies found in the literature would then be

compared. They would be contrasted on design, study samples, procedures, and findings. The

central question would be whether the current experiment has produced findings that coincide

with those of quite similar studies. Differences in findings would be discussed in regard to

whether they might represent instability in one’s findings or possibly be attributable to other

factors concerning when the studies were conducted and whether, for example, they differed

substantially in study samples, treatments, social context, and criterion measures. The results

of such an analysis would be useful in assessing the firmness of one’s findings and possibly their

generalizability (see also “Approach 14: Meta-Analysis” in Chapter 6).

Reporting

In accordance with the preordinate nature of randomized experiments, agreements on report-

ing evaluation findings should be determined at the study’s outset and recorded in the study’s

contract. Key reporting agreements, according to the Joint Committee on Standards for

Educational Evaluation’s Program Evaluation Standards (1994), include the following:

• Rightful report recipients. Often these are the client that commissioned the evaluation,

those legally responsible for the subject program, those who in some way helped fund the

program, those who contributed a substantial amount of information to the evaluation,

and other stakeholders who are quoted in or will be affected by the report.

• Use of reports, and report formats that are appropriate for different intended users. Reports

may include a main report of the study’s questions, experimental subjects, design, data

collection procedures, and findings; an extensive technical report containing instruments,

procedures, a description of study subjects, analyses, and evaluator qualifications; a report

of an independent audit or metaevaluation; a journal article; or a computer-assisted

presentation of main points from the study.

• An appropriate schedule of reporting keyed to both the times when different parts of the

information will be available for release and the needs of the intended users.

• Specificationof authority over and responsibility for finalizing anddisseminating evaluation

findings. The evaluator must retain basic authority over preparing findings and editing

reports. Moreover, the evaluation contract should ensure that the evaluator’s final report

will be given to an agreed-on audience. If different reports are to be given to different

parts of the audience, this should be specified in the contract along with the proviso that

the evaluator will control content and editing. Typically, the evaluator should obtain firm

written agreement that the client will assist with getting the appropriate reports to the

appropriate subsets of intended users.
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Metaevaluation

As with all other approaches to program evaluation, experimental design studies should be

subjected to formative and summative metaevaluations. Preferably the summative metaevalu-

ation is conducted by an independent methodologist or a team of methodologists, whereas it is

probably more realistic for the evaluator to conduct and document the formative metaevalua-

tion. Formative metaevaluation involves monitoring and providing feedback on the extent to

which the evaluation study is adhering to the original design. Summativemetaevaluation entails

assessing the extent to which the evaluation has met the requirements of utility, feasibility,

propriety, accuracy, and evaluation accountability as defined in Chapter 3.

Given the centrality of internal validity,metaevaluations of experimental design evaluations

should, at a minimum, consider the plausibility of internal validity threats, as detailed earlier

in the chapter (Shadish et al., 2002).

Quasi-Experimental Designs

Because so often it is not feasible to implement a true experimental design, evaluators and

other researchers often are forced to rely on quasi-experimental designs (Campbell & Stanley,

1963; T. D. Cook&Campbell, 1979; Shadish et al., 2002). In certain circumstances, thesemay be

quite feasible because theydonot involve randomassignment of participants. Theydo, however,

require that the treatmentbewell definedand implementedand that the control group, if there is

one,bekeptseparate fromtheexperimentalgroup. Inadditiontosomeof thequasi-experimental

designs discussed earlier in this chapter, twoparticular quasi-experimental designs are powerful

alternatives to experimental designs: regression discontinuity designs and interrupted times-

series designs. Although both regression discontinuity and interrupted time-series designs are

viable options in many circumstances, neither design is used with much frequency in program

evaluation. T. D. Cook, Shadish, and Wong (2008) and Shadish, Galindo, Wong, Steiner, and

Cook (2011) have recently begun exploring the conditions underwhich regression discontinuity

designs produce causal estimates comparable to those derived from experiments.

Regression Discontinuity Designs

Regression discontinuity designs require control over assignment of participants to one or

more treatment and control conditions through pretesting. Unlike experimental designs that

require random assignment to conditions, regression discontinuity designs assign units to

conditions on the basis of a cut score on an assignment variable, often based on treatment need

ormerit. Therefore, regression discontinuity designs are particularly useful for alleviating some

of the objections frequently expressed when random assignment is used, sometimes depriving

individuals of needed treatments or services. Another advantage of regression discontinuity

designs, as with randomized experiments, is that the method of assignment is completely

known and perfectly measured, which is not true of any other quasi-experimental design, thus

eliminating or allowing modeling of selection bias (see Shadish et al. [2002] and Trochim

[1984] for detailed discussions). It also should be noted, however, that regression discontinuity



Trim size: 7in x 9.25inStufflebeam c11.tex V2 - 08/06/2014 7:47am Page 281

QUASI-EXPERIMENTAL DESIGNS 281

designs require larger numbers of subjects for adequate statistical power than do experimental

designs (Trochim & Cappelleri, 1992).

The basic regression discontinuity design can be represented as follows:

OA C X O1

OA C O1

Here, OA is a preassignment measure of an assignment variable and C is a cut score on

the assignment variable. If j is a cut score on the assignment variable (notated as OA) then any

score greater than or equal to j indicates assignment to one condition and any score less than j

indicates assignment to the other condition. However, “the assignment variable must have at

least ordinal characteristics, that is, bemonotonically increasing; true nominal variables such as

ethnicity are specifically excluded” (Shadish et al. 2002, p. 209).Often, the assignment variable is

a pretest of a posttest outcome variable, but it is not required that the assignment variable

be correlated with the outcome variable. The cut score can be placed at any point on the

assignment variable, but cut scores set near or at the mean of the assignment variable are

typically more powerful.

Shown in Figure 11.2 is an illustration of a hypothetical regression discontinuity study

in which participants scoring at or above the cut score were assigned to receive treatment

and those below the cut score were not. In the figure the vertical line at the cut score on the

assignment variable partitions the groups into treatment and control conditions. The vertical
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Figure 11.2 Hypothetical Regression Discontinuity Study of an Effective Treatment
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displacement (that is, discontinuity) of scores at the cut point indicates a positive treatment

effect—here a change in intercept, although other functional forms (such as a change in slope)

are possible. The displacement should occur at exactly the point on the assignment variable at

which the cut score defines the treatment contrast.

Figure 11.3 shows the results of a hypothetical regression discontinuity study in which

there was no differential effect on students’ performance on a test of reading comprehension

following an eight-week after-school reading program. The hypothetical example in Figure 11.4

shows a small, positive effect onword processing speed for the subjectswho received specialized

word processing instruction compared to those who did not. The hypothetical example from

health care, shown in Figure 11.5, shows a significant reduction (represented by a change

in slope, that is, the steepness of the regression line, rather than a change in intercept) in

ferritin iron measures for subjects receiving six months of weekly phlebotomies compared

to those who received no such treatments. As a final example, Figure 11.6 shows a positive

effect onmathematics test scores for students who received a special fifteen-weekmathematics

improvement program.

The statistical analysis of regression discontinuity designs depends on the shape of the

regression surfaces between the assignment variable and the outcome variable in the two

groups. Often, the functional form is treated as linear (that is, a straight line). However, if the

functional form is of a different shape (for example, curvilinear), a linear model will produce

biased estimates of the treatment effect (Reichardt, 2005).
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Figure 11.3 Hypothetical Regression Discontinuity Study Showing No Effect on Reading Comprehension Test Scores for Students Who

Received an Eight-Week After-School Reading Program
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Figure 11.4 Hypothetical Regression Discontinuity Study Showing a Positive Effect on Word Processing Speed for Students Who Received

Four Weeks of Word Processing Instruction
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Figure 11.5 Hypothetical Regression Discontinuity Study Showing a Positive Effect on Lowering Ferritin Iron Levels for Patients Who

Received Weekly Phlebotomies over a Six-Month Period
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Figure 11.6 Hypothetical Regression Discontinuity Study Showing a Positive Effect on Mathematics Test Scores for Students Who Received

a Fifteen-Week Mathematics Improvement Program

Interrupted Time-Series Designs

Interrupted time-series designs are a class of designs in which there is a large series of

observationsmade on the same variable over time. Although not as common, short interrupted

time-series studies are often a feasible alternative to randomized experiments. In these types

of designs,

observations can be made on the same units, as in cases in which medical or psychiatric

symptoms in one individual are repeatedly observed . . . [or] . . . different but similar units,

as in cases of traffic fatalities displayed for a particular state over many years, during which

time the baseline population is constantly changing. (Shadish et al., 2002, p. 172)

The central feature of interrupted time-series designs is knowing exactly when a treatment

or program was introduced. If a treatment or program had an effect, then observations

occurring after the treatment or program will have a different slope or level (that is, the

“interrupt”) than those occurring prior to the introduction of the treatment or program.

The basic one-group interrupted time-series design with multiple pretest and posttest

observations can be expressed as follows:

O1 O2 O3 O4 O5 X O6 O7 O8 O9 O10
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This design can be extended to include a nonequivalent or equivalent control group, which

would be diagrammed as follows:

O1 O2 O3 O4 O5 X O6 O7 O8 O9 O10

O1 O2 O3 O4 O5 O6 O7 O8 O9 O10

Other design elements to strengthen interrupted time-series designs include removed

treatments, nonequivalent dependent variables, multiple replications, and switching replica-

tions, all of which can be used to reduce potential internal validity threats. Although interrupted

time-series studies are sometimes good alternatives to randomized experiments, a number of

problems frequently arise in conducting these types of investigations. With respect to using

such designs for program evaluation, two problems are particularly salient (Shadish et al., 2002):

• Many treatments are implemented slowly and diffuse through a population, so that the

treatment is better modeled as a gradually diffusing process rather than as occurring all at

once.

• Many effects occur with unpredictable time delays that may differ among populations and

over time.

Shown in Figure 11.7 is a plot of incidence rates of sexually transmitted diseases (STDs) in

two high schools over a period of more than twenty years. As shown in the figure, the treatment

(a new sex education curriculum), indicated by the horizontal line, was introduced in one

school (that is, the treatment school) midway through the time series, but in not the other.
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Figure 11.7 Effect of a New Sex Education Curriculum on STD Rates
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Here, the addition of the control school greatly reduces, but does not completely eliminate,

many alternative explanations for the dramatic reduction in STDs in the treatment school.

Time-series data are typically autocorrelated (that is, they are serially dependent, whereby

the value of one observation is usually related to the value of previous observations that may

be one, two, three, or more time lags away), and a substantial number of observations are

often required to correctly model the autocorrelation. Classical statistical procedures, such

as ordinary least squares regression, assume that observations are independent rather than

correlated. Autocorrelation does not bias estimates of treatment effects, but it tends to lead to

an underestimation of standard errors, whichmakes statistical significance tests too liberal and

confidence intervals too narrow (Reichardt, 2005). Because autocorrelation concerns only the

stochastic component (the effect of a random event occurring at the time of the observation

and the effect of previous random events), it does not bias deterministic estimates, such as the

mean. It does, however, bias estimates of the error variance and, therefore, all conventional tests

of statistical significance. In the most common situation, whereby observations are positively

autocorrelated, the error term is increased and creates a liberal bias when ordinary hypothesis

testing procedures are used. That is, interventions may be found to be statistically significant

when no real effect exists. The effects of autocorrelation can be accounted for using such

statistical procedures as autoregressive integrated moving average modeling, among others,

for statistical analysis of interrupted time-series designs. Appropriate statistical modeling and

analysis for both regression discontinuity and interrupted time-series designs are technically

demanding, and interested readers are referred to Murnane and Willett (2011) and Cryer and

Chan (2010), respectively.

Summary

Randomized controlled experimental design was quite prominent in program evaluations

during the late 1960s and early 1970s because the U.S. government required its use to evaluate

federally funded innovations in education and other social services. Experimental design’s

consistent, widespread failure to produce useful information, especially in education, caused it

to lose favor and be replaced by a host of new program evaluation approaches, especially from

the mid-1970s through the 1990s. Ironically, the federal government in this century has once

more mandated the use of randomized experiments to evaluate federally funded educational

programs and has been holding federal evaluation funds hostage to this requirement. We see

this as a serious error in judgment. Although there have been some successful experimental

design evaluations of educational and social programs, sound experiments that have produced

useful information about such programs have been rare. Currently many sound evaluation

models and approaches capture the nuances of a program and provide useful formative

feedback in ways that the experimental design approach never can. Nevertheless, pioneers

using experimentation to evaluate programs, including Boruch (2003); Campbell and Stanley

(1963); T. D. Cook and Campbell (1979); Cronbach and Snow (1969); Shadish et al. (2002); and

Suchman (1967), have played a valuable part in the program evaluation field and recently have

been advancing new methods for using experimental and quasi-experimental designs.
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In our effort to be fair and balanced, we devoted most of this chapter to describing

the foundations of experimental design and presenting guidelines for deciding when and

how to apply the approach. It is quite possible, of course, for an experimental design to

be used as part of a wider evaluation, and we acknowledge that the prevalent use and

success of experiments in such fields as medicine and agricultural sciences have justifiably led

experimental design to gain considerable credibility. It is especially when the units receiving

treatments are in social groups, such as schools, that randomized experimental design has

severe limitations. We stress that randomized controlled experimentation must never be

construed as the single best methodology in most program evaluation situations. We agree

with Scriven (2005a) that the appropriate gold standard of cause-and-effect studies is not

conclusions from a randomized controlled experiment, but conclusions beyond reasonable

doubt, whatever evaluation approach is applied. In field situations in which true experiments

are appropriate and feasible, the practices of randomization and control of treatments can

produce sound and useful information on program effectiveness; however, such circumstances

are rare. Nevertheless, this chapter has conveyed valuable information based on the works

of such authors as Suchman, Boruch, Shadish, Campbell, and Cook that evaluators should

consider when client needs and program conditions make feasible the conduct of rigorous

experimental studies. Clearly, the described cases in this chapter make clear that there are

occasionswhen such experiments canmake valuable contributions to understanding the effects

of significant interventions.

REVIEWQUESTIONS

1. Identify and define the most basic methodological requirement for conducting an evalu-

ation based on a randomized controlled experimental design; then list the more general

requirements for conducting a sound experimental study.

2. Distinguish between studies that assess an intervention’s effects and ones that assess

the causes of observed outcomes; then discuss the applicability of randomized controlled

experimental design to both types of studies.

3. List what you see as Suchman’s most important contributions to current concepts and

methods of program evaluation. In particular, what were his key contributions to the use of

experimental designs in program evaluation?

4. What did Suchman list as the principles of evaluation research design?

5. Nave, Miech, and Mosteller as well as Boruch concluded that randomized controlled

experiments are rare in education. Considering that the federal government repeatedly

has mandated use of this approach, why do you think it is rarely applied successfully in

education?

6. List and briefly describe at least three examples of successful and socially significant

evaluations based on randomized controlled experimental design.
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7. List and define at least six threats to the validity of an experimental design study’s findings.

8. In a true experiment, what are the preferred methods of randomly assigning subjects to

treatment and control groups? What reasons do you think Boruch would give in advising

that a program director not do this assigning him- or herself and that assignment not be

based on coin tosses or drawing names from a hat?

9. Define and give an example of each of the following types of analysis employed in

experimental studies: design implementation analysis, core analysis, practical significance

analysis, a posteriori and post hoc tests, and literature review analysis.

Group Exercises

Exercise 1

Suchman was one of the first to endeavor to incorporate ideas and knowledge about evaluation

into the implementation of new programs, or changes in existing programs, in the public

sector. Discuss this point about Suchman along these lines:

1. What are some of the main purposes Suchman saw for evaluation research?

2. Using his concept of value, how would he identify and define the criteria for researching

and judging a program, and what would be his approach to reaching the final judgment of

the program?

Exercise 2

Identify and summarize a program with which your group is familiar and that you see as

potentially amenable to a randomized controlled experiment. Thenmake a list of this chapter’s

contemporary guidelines for designing experiments, and follow these steps:

1. For each guideline, write a “yes” or a “no” in regard to its acceptability for evaluating this

program, and provide a brief explanation of your group’s decision.

2. Present and justify your conclusion on whether a randomized controlled experiment

is appropriate to evaluate the program and, if so, what type of experiment would be

appropriate.

3. If you conclude that a randomized controlled experiment is not appropriate to evaluate

this program, what other approach would your group be likely to use? Why?

Exercise 3

Suppose your group is writing a job description for the person in charge of managing an

experiment to be conducted on the program you identified in your response to exercise 2. List

the main responsibilities for managing the experiment.
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CHAPTER 12

CASE STUDY EVALUATIONS

LEARNING OBJECTIVES

In this chapter you will learn

about the following:

• The case study approach’s logic,

information requirements, naturalistic

methods, and types of reports

• Robert Stake’s approach to case study

evaluations

• Robert Yin’s approach to case study

evaluations

• Particular methods for gathering case

study information

This book places the case study approach to the inves-

tigation of a naturalistic phenomenon under the general

category of quasi-evaluation, as described in the first edi-

tion of this book (Stufflebeam & Shinkfield, 2007), though

not discussed in this edition due to space constraints. The

dominant reason for this categorization is that some appli-

cations of the approach are focused more narrowly than

needed to assess a program’s merit and worth, whereas

other applications are configured to fully assess a pro-

gram’s value. Accordingly, the case to be evaluated might

be a total program, some component of a program (such

as its annual budgeting process), or the situation and

experiences of one or more individuals being served by

a program. In this chapter we discuss the case study

approachmainly as it applies to evaluating a total program.

Depending on the circumstances, the case study approach

may be the optimum way to examine and illuminate a

total program.

Overview of the Chapter

This chapter is divided into four main parts. In the

first we provide a general description of the case study

approach. The subsequent part describes and discusses

Stake’s seminal contributions in applying the general case

study approach to the realm of program evaluation. In

the third part we look at Yin’s adaptation of case study

methodology for program evaluation. Subsequently, in the

final part, we add our views on appropriate methods for

gathering case study information.
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Overview of the Case Study Approach

We begin this part of the chapter by looking at the most fundamental requirements of

a case study, particularly its noninterventionist nature and the necessity of rich, in-depth

description of the subject case. Then we discuss particular elements of a case study, including

the types of information needed, methods, special considerations related to sampling, and

reporting of findings.

Essence of a Case Study Program Evaluation

A case study evaluation’s signature feature is an in-depth, noninterventionist examination

of the case and issuance of a captivating, illuminative report. The evaluator closely observes

and meticulously records the case in its natural setting. The evaluator studies, analyzes, and

describes the case as fully as possible. He or she obtains and reviews pertinent documents,

interviews principal parties involved in the case or in a position to share insights about

the case, and possibly collects pertinent photographic evidence. He or she examines the

case’s context, goals or aspirations, plans, resources, unique features, importance, noteworthy

actions or operations, achievements, disappointments, needs and problems, and other topics.

Ultimately the evaluator prepares and issues an in-depth report on the case, with descriptive

and judgmental information, perceptions held by different stakeholders and experts, and

summary conclusions.

Noninterventionist Nature of Case Study Evaluations

It is important to note that evaluators do not control the program (or program compo-

nent) in any fashion as they might, for instance, if they were applying an experimental

design. This approach is not confined to tightly controlled, formalized collection and analysis

of data.

Scope of Case Study Information

Case study investigators closely examine the context, including program participants’ needs,

inputs, operations, intended and unintended effects, and any other processes (with all their

complexities) that are producing outcomes. Focus is placed on portrayal of events, testimonials,

stored information, and individuals involved in program implementation and direction, so

that stakeholders are given information for understanding the program and making needed

improvements. This information necessarily will depict the multidimensional nature of the

setting in which a program is in progress.

One important aspect of case studies is the appropriateness of informant selections,

program locations and occasions, and materials for interviews and other modes of data

collection. This consideration may be simplified if, for example, there is a single group of

program stakeholders or a dominant group representing or participating in a program.
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Sampling Issues

In many case study evaluations, the selection of data sources is difficult and problematic,

and an evaluator cannot use probability sampling (where, for example, program participants

are selected randomly to participate in interviews or surveys) methods to obtain information

representative of a population of interest. There is no simple solution to this ever-present

problem for case study evaluators.

To obviate the effects of nonprobability sampling, evaluators must assess the field of

potentially useful respondents to ascertain the representativeness of the overall body of

program participants (or decision makers or other stakeholders) and record this information

as completely as possible for future reporting. If this is done well, divergence as well as

convergence of opinions and approaches to a program will be captured, so that a holistic and

properly representative view of a program and its environment is ultimately possible.

Clearly, a context evaluation, which includes an assessment of the needs of program

participants and beneficiaries, would be a sound starting point. It would give credibility to

decisions made later about selections of individuals, groups, and events for close involvement

in a case study. Also, a cardinal principle of case study evaluations is to continue identifying

and querying data sources until no further insight would be gained by gathering additional

information. On this point, it is essential to note that a sufficient set of case study information

often will include conflicting accounts, as might be expected, for example, if one were

interviewing Democrats and Republicans about the merits of a proposed piece of legislation.

Case Study Methods

Using as many methods as necessary, case study evaluators view a program in its different (and

possibly opposing) dimensions as part of presenting a general characterization of the case. As

emphasis is placed on the ethnographic nature of the program, it is likely that qualitative tech-

niques will be used, with experienced, professional judgment as an ever-present complement

to the study. Case study evaluators watch, listen, and interview, and they follow up on trails

of interest, doubts, and perplexities until they are able to present a full account of a program.

Reporting of Case Study Findings

Final reports are usually written for appropriate program decision makers, other stakeholders,

and other interested parties. However, recommended courses of action will often be difficult

to state with a high level of confidence. This is not to suggest that the case study approach

leaves stakeholders languishing in decision-making limbo. Quite the opposite is true. A sound

case study provides abundant information for decision making with a clear teasing out of the

intricacies that abound in naturalistic settings. Case study evaluators may report findings only

to help a broad audience understand a program and reach their own judgments. Or they may

tailor a report to the needs of decision makers by including an array of possible solutions to

problems and other ways to improve a program.
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Case Study Research: The Views of Robert Stake

Stake introduced his 1995 book, The Art of Case Study Research, in this way:

A case study is expected to catch the complexity of a single case. A leaf, even a single

toothpick, has unique complexities—but rarely will we care to submit it to case study. We

study a case when it itself is of very special interest. We look for the detail of interaction

with its context. Case study is the study of the particularity and complexity of a single case,

coming to understand its activity within important circumstances. In this book, I develop a

view of case studies that draws fromnaturalistic, holistic, ethnographic, phenomenological,

and biographic research methods. (p. xi)

Hewent on to say that there aremany kinds of case studies, all with their place (Stake, 1995).

For example, there are quantitative case studies based onmeasurement of descriptive variables,

often used in medicine, and case studies constructed for instructional purposes, common

in colleges of business and law. However, Stake’s interest (at least as outlined in his recent

writings), is disciplined, qualitative inquiry. “The qualitative researcher emphasizes episodes

of nuances, the sequentiality of happenings in context, the wholeness of the individual” (Stake,

1995, p. xii). Stake contends that this approach is an effective way of studying educational

programs generally, and one that is particularly useful for program evaluation. Although he

personally organizes the case study around identified issues, he advocates that those wishing

to pursue case studies be aware that certain other techniques could prove more satisfactory,

depending on idiosyncratic style or prevailing circumstances, especially when the object to

be studied is more a relationship or a phenomenon than an explicit case. In other words, a case

study is defined not by a methodology, but by the choice of object to be studied. A case study

evaluation’s main purpose is to provide stakeholders and other audiences with an authoritative,

in-depth, and well-documented interpretation of a program.

The Value of Drawing Conclusions About Single Cases as Opposed
to Seeking Generalization

Concerning the choice of a name for qualitative studies of single cases, some have preferred

the term fieldwork to case study. Stake’s choice of the latter term for evaluation studies resides

in the attention it draws to the question of what specifically can be learned about the evaluand:

“That epistemological question is the driving question: What can be learned from the single

case? I will emphasize designing the study to optimize the understanding of the case rather

than generalization beyond” (Stake, 1994, p. 236).

The Issue of a Case Study’s Duration

According to Stake (1994, 1995), a case study need not be bound by time. One study may take

a few weeks of intensive fieldwork preceded by planning time and followed by close analysis

of documentation and writing, entailing some months in all. Another may require even less
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time—perhaps a week or so—to achieve its aim. And others run for years, depending on the

number and magnitude of the issues under focus.

Whatever the duration of the study, the general conceptualization does not differ signifi-

cantly. An important responsibility is to sharpen identification of the case, whatever it may be,

and concentrate on it for as long as it takes to understand its complexities. Moreover, Stake

(1988) averred that these complexities, such as multiple sponsorship of an innovative program,

are subject to the program’s context and dynamics, including its geographical boundary, cul-

tural and social environment, and patterns of behavior, which are important in understanding

the case.

Case Study Types

Stake (1994) identified three types of case studies. The intrinsic case study is undertaken to give

a better understanding of a particular case for its own sake. In what is termed the instrumental

case study, examination provides insight into an issue or a theory needing refinement. In this

instance, the case takes a backseat, playing a supportive role and facilitating an understanding

of the theory or issue.

During the collective case study, researchers move further away from any one particular

case, studying a number of cases together as they inquire into the phenomenon or population

at hand. In advance of the case study, researchers do not knowwhether the individual cases will

manifest common characteristics. Their selection is based on the premise that understanding

each individual case will increase knowledge about a larger group of cases. Whether case study

researchers seek out what is particular about a case or what is common across cases, “the result

is likely to be unique” (Stauffer, 1941, cited in Stake, 1994, p. 238).

Stake (1994) has argued that uniqueness of cases is likely to be pervasive, encompassing

• The nature of the case

• Its historical background

• The physical setting

• Other contextual factors, including economic, political, and legal realities

• Other cases through which this case is recognized

• Those informants through whom the case can be known

Issues of Generalization

Although Stake (1994, 1995, 2005) does not entirely disagree with Campbell (1975) that a

case study may be a small step toward generalization, his opinion is that the commitment

to generalizing (or building theory) may be damaging if it draws attention away from an

understanding of the case itself. Indeed, some case study researchers deliberately do not

seek causal determinations, mainly because their epistemology features coexisting events and

conditions more than explanatory premises.
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Source of Values in Case Studies

Perhaps Stake’s most unusual claim (1994, 1995) is that not only the values of stakeholders but

also the interpretations to be made by readers should be deliberately honored. The evaluator,

according to Stake (1994, 1995), is a unique observer, interacting with a unique evaluand to

assist unique readers in understanding that entity in its context. In spite of the potential for

multiple, differing values and views, including those of the evaluator, Stake (1994, 1995) has

expressed confidence that a wide range of readers would find such diversity of views useful.

Stake’s View of Validating Case Study Evaluations

Stake (1994) believes it must be the researcher who tells his or her version of the case’s story

while retaining sound empathy toward the object of observation and honoring the views of

its diverse group of stakeholders. As he said, “More will be pursued than was volunteered.

Less will be reported than was learned” (Stake, 1994, p. 240). Case study research, according

to Stake (1994), should provide grounds for validating reported statements, including a clear

account of any generalizations that were made. Use of the concept of triangulation will prove

essential to case study researchers, for their goal is understanding the case from a range of

relevant perspectives, as well as seeking to minimize misinterpretations.

Stake’s View of Case Study Methods

The methods of study supported by Stake (1994) are the use of the most intelligent observers

and observation techniques possible and, underlying this, reflection: “Qualitative case study is

characterized by the main researcher spending substantial time on-site, personally in contact

with activities and operations of the case, reflecting, revising meanings of what is going on”

(Stake, 1994, p. 242). Along another line, Stake (1994, 1995, 2005) has urged qualitative

researchers to be aware of ethical considerations to protect human subjects.

It is not possible in this short account to give more than a brief outline of the case study

research methodology that Stake (1995) put forward. Differing from the mainstream of case

study evaluators, Stake (1994, 1995) has emphasized that the impression, held by some, of a

case study as simply sharp observation is not very useful. A range of disciplines is needed,

including designing good questions, organizing concepts, developing a cognitive framework to

guide data gathering, and planning structures for appropriate presentation of interpretations

to others. (For a clear and cogent description of these and other methodological elements of

Stake’s approach [1995] to case study research, we refer readers to Chapters 2, 4, 5, and 7 in

The Art of Case Study Research.)

Stake’s Use of Experience to Develop Evaluation Theory

Much of Stake’s theory development over the years has been based on field experience. By

contrast, some theory developers of the naturalistic or relativistic inclination have given little, if

any, indication in their writing that they have experienced more than a modicum of fieldwork.
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Moreover, as Stake (1995) has stressed, the execution of a particular case study affords a unique

opportunity to learn, and learning from on-site situations is essential for the development of

credible theory.

Stake’s View of Qualifications to Conduct Case Study Evaluations

Stake (1994) summed up what he considered the major conceptual responsibilities of the

qualitative case study researcher (p. 244):

1. Bounding the case and conceptualizing the object of study

2. Selecting phenomena, themes, or issues—that is, the research questions—to emphasize

3. Seeking patterns of data to develop the issues

4. Triangulating key observations and bases for interpretation

5. Selecting alternative interpretations to pursue

6. Developing assertions or generalizations about the case

Through his work with case studies, Stake (1994, 1995, 2005) has concluded that applica-

tions of this approach can help in refining theory, and, by the very nature of the complexities

the approach engenders, can suggest limitations to generalizability of reported findings. Fun-

damentally, understanding of the individual case, not generalization, remains the purpose of

the case study. The approach is embedded in personal discipline, and its success is determined

by this factor.

Case Study Research: The Views of Robert Yin

Although most of this chapter is dedicated to Stake’s case study approach (1994, 1995, 2005),

it is useful to briefly contrast his views on case studies with those put forth by Yin (1992,

1998, 2009), another pioneer of applying case study methodology to evaluations of programs.

Unlike Stake, Yin (1998, 2009) has placed greater emphasis on generating causal knowledge

through case study techniques, using a process of analytic generalization rather than statistical

hypothesis testing (as is typical in many of the social sciences). In part, this emphasis on causal

knowledge is manifest in Yin’s rationale (2009) for selecting the case study as a method of

inquiry:

There’s no formula, but your choice depends in large part on your research question(s).

The more that your questions seek to explain some circumstance (e.g., “how” or “why”

some social phenomenon works), the more that the case study method will be relevant.

(p. 4).

In Yin’s view (2009), a case study is “an empirical inquiry that investigates a contemporary

phenomenon in depth and within its real-life context, especially when the boundaries between
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phenomenon and context are not clearly evident” (p. 18). Moreover, according to Yin, a case

study researcher often

copes with the technical situation in which there will be many more variables of interest

than data points, and as one result relies on multiple sources of evidence, with data

needing to converge in a triangulating fashion, and as another result benefits from the

prior development of theoretical propositions to guide data collection and analysis. (p. 18)

Yin’s Preordinate andMultimethod Orientation

UnlikeStake (1994, 1995, 2005),whoprimarily viewscase study researchas anemergentprocess,

Yin (2009) has asserted that case study research should follow “a rigorous methodological

path” (p. 3). Consequently, Yin (2009) views case study research and evaluation largely as a

preordinate activity requiring careful planning, execution, data collection, and analysis (though

he also recognizes that modification is sometimes necessary as a result of discovery during

data collection, for example). In this regard, Yin (2009) has proposed numerous strategies to

increase the rigor of case studies, including using technical case study protocols so as to increase

reliability; usingmultiple sources of evidence andmember checks to establish construct validity;

pattern matching and explanation building to establish internal validity; and using theory in

single-case studies and replication logic in multiple-case studies to establish external validity.

In addition, Yin (2009) has stressed the importance of using mixed-method approaches within

the context of case study research and evaluation rather than relying on a single method,

whether qualitative or quantitative.

Yin’s View of Different Types of Case Studies

Yin (2009), like Stake (1994), identified multiple types of case studies, each with differing

purposes. Unlike Stake, however, Yin defined four basic case study designs, as shown in

Figure 12.1. In each, the case or cases are embedded in a unique context. According to Yin

(2009), case study designs can be single case ormultiple case (the horizontal axis in the figure)

as well as holistic or embedded in terms of their unit of analysis (the vertical axis in the figure).

The resulting types of designs for case studies are Type 1 single-case holistic designs, Type 2

single-case embedded designs, Type 3 multiple-case holistic designs, and Type 4 multiple-case

embedded designs.

As Yin (2009) noted, the primary distinction is between single- and multiple-case designs.

The single-case design is appropriate when it represents a critical case, an extreme or unique

case, a representative or typical case, a revelatory case (a study of a previously inaccessible

phenomenon), or a longitudinal case (a study of the same case over two or more points in

time), each of which addresses different types of questions. Single-case designs may also be

developed according to whether the case study involves more than one unit of analysis. In

a holistic design, there are no logical subunits within the case. Conversely, in an embedded

design, other subunits within a case are of relevance and should be considered in the design
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Figure 12.1 Basic Designs for Case Studies

Source: Yin, R. K. (2009). Case study research: Design and methods (4th ed.). Applied Social Research Methods Series, Vol. 5. Thousand Oaks, CA: Sage, 46.

of a case study (for example, a public program might consist of a large number of projects

embedded within it).

The same general reasoning applies to multiple-case studies, except that the same study

consists of more than one case. A typical example of multiple–case study research occurs

when schools introduce innovations, such as new curricula, rearranged schedules, or new

technologies, and some schools adopt only some of those innovations. In this scenario, each

school might be the subject of an individual case study, but the study as a whole covers multiple

cases (schools). As Yin (2009), noted, however, single- and multiple-case designs are “variants

within the same methodological framework” (p. 53).
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Yin’s View of Needed Information

Yin (1998) encourages case study researchers and evaluators to gather one or more (prefer-

ably more) of six sources of evidence: documentation, archival records, interviews, direct

observations, participant observations, and physical artifacts. Documentation can consist of

letters, memorandums, e-mail correspondence, news clippings, proposals, progress reports,

and other internal records, for example. Archival records include publically available data

sources (such as U.S. census data), service records, budget and personnel records, maps and

charts, and existing survey data. Interviews are considered one of the primary and most

important data sources; they generally are semistructured rather than structured and should

be fluid rather than rigid (Yin, 2009). Because case studies take place in the natural setting

of the case, behaviors and environmental conditions often can be directly observed, either

formally (for example, through structured observation protocols) or informally (for example,

through casual observation). Participant observation, however, requires direct participation,

rather than passive observation, in program activities, and evaluators may assume a variety

of roles (such as program participant, program service provider, or program decision maker).

Physical artifacts can include technological devices, tools or instruments, works of art, or other

forms of physical evidence.

Yin’s Advice on Analyzing and Interpreting Case Study Data

Yin (1992, 1998, 2009), perhaps more than any other writer on case study methodology, has

made significant contributions to and advances in the analysis and interpretation of case study

data. In particular, he has proposed five interrelated yet discrete approaches to the analysis of

case study data: pattern matching, explanation building, time-series analysis, logic models, and

cross-case synthesis.

Pattern matching, in which an empirically based pattern of results is compared to a

predicted pattern of results, can be used to strengthen internal validity. Patterns can include

nonequivalent dependent variables (see also Coryn & Hobson, 2011); rival explanations; and

simpler patterns. Explanation building is a special type of pattern matching with the goal of

building an explanation pertaining to the case.

Time-series analysis here is analogous to that used in experiments and quasi-experiments,

involving the examination of patterns, over time, to build conclusions about a case or cases

based on one or more dependent variables.

Logic models are used in case studies to stipulate a complex chain of events; observed

events are then empirically matched to theoretically predicted events specified in a given logic

model. Finally, Yin (2009) advises the use of cross-case synthesis when a case study consists

of at least two cases. Here, the evaluator seeks out cross-case patterns through argumentative

interpretation (that is, through logical reasoning based on empirical evidence) rather than

by looking at numerical properties that cases have in common as supported by the case

study data.
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Particular Case Study Information CollectionMethods

We have pointed out, as have Stake (1994, 1995, 2005) and Yin (1992, 1998, 2009), that using

case study methodology, an evaluator can gather information about a particular phenomenon

by a wide range of methods, both quantitative and qualitative. Whatever methods are used, the

focusof the case study is the case itself. Practitionershave traditionally givenparticular emphasis

to gathering qualitative information, particularly because both the quality and quantity of such

information are likely to have fewer restrictions than that gathered quantitatively. However,

much depends on the methods employed in the investigation, the case itself, the imagination

and resourcefulness of the evaluator, and the kind of end information the client is seeking.

Moreover, qualitative approaches that are carried out well should elicit information about a

program’s intended and unintended effects. Whatever methods are used, the aim of a case

study is always to give as complete a picture as possible of the object being studied so that

stakeholders may develop or enrich their understanding of the program and perhaps grasp

the case study report’s significance for decision making. The stronger the evaluator’s skills of

observation and reflection, the greater the understanding of the program among those involved

in its progress and affected by its desired outcomes.

During the course of a case study, it is possible that planned methods may change form

or new ones may be introduced according to the nature of the circumstances as they are

illuminated. The evaluator must therefore be flexible and responsive to new or unusual cir-

cumstances, and must adapt to these as necessary. Record keeping is essential in case studies,

even if the information will not be used in the final report. The necessitymay not arise for a final

report in the traditional sense; results may be conveyed to clients and others inmany ways, with

the emphasis always being on offering a clear and useful depiction of the program as revealed

by the research. Because the report is based dominantly on qualitative information about a nat-

uralistic setting, decisions about how findings are reported may evolve as the study progresses,

with both intermediate and final reporting always being possibilities. Following is a brief

description of some of the more commonly used qualitative methods in case study evaluations.

Documentation

Seeking to understand a program at multiple levels, as well as the holistic nature of a program,

the evaluator logically should begin with an examination of existing documents, records, and

other appropriate materials that give information about the program and characterize its

geographical and organizational environment. Such records will give information about the

program’s personnel, processes, and progress. The evaluator should take notes about the key

elements of each. Documents should give the perspectives of program stakeholders at various

levels, and a lack of such important information must be noted for further investigation.

Whatever the nature and specificity of records and other documents, the question should

arise in the evaluator’s mind about the kinds of research methods (most likely qualitative)
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that should be employed in exploring these records. The perusal of documents and records

has one other advantage: it should clearly delineate aspects of the program and thus save

considerable and valuable evaluator time, which can more profitably be spent on searching out

the information that is harder to obtain.

Content Analysis

In assessing documents and records, evaluators could find content analysis procedures to be

valuable. Materials are analyzed and described as closely as possible, and processes and trends

are noted. Content analysis as a data analysis method sharpens focus on significant aspects of

programs.These areoftenexposedon thebasis of their repetitionwithindocumentsor anyother

useful emphases relevant to the program. Someof this information can be obtained qualitatively

or quantitatively, depending on the kind of program knowledge that is presented and what is

required. The important point is that the analyzer has in mind the questions to be answered.

Quantitative content analysis depends on the development of coding units (such as words,

paragraphs, or events), and these are then placed in categories. Although either stakeholders

or the evaluator may select coding units and categories, however, the intent of the evaluation

in the context of the wider spectrum of the object of the case study must be kept in mind.

Visits to the Program’s Naturalistic Setting

We have emphasized the importance of an evaluator’s experience and training when it comes

to making sound professional judgments. This is particularly so for site visits involved in case

studies. The main thrust of a case study evaluation is toward producing a qualitative, open-

minded, in-depth inspection of a program. Although an evaluator may appropriately provide

a program’s stakeholders with formative feedback during a site visit, an equally important

purpose of the site visit is to generate a rich, illuminating description of the program in its

context and to render defensible summative conclusions. Such descriptions and conclusions

should be grounded in a range of perceptions about and substantial evidence concerning the

program within its environment. The insightful evaluator will use a whole range of methods

during site visits, as part of careful advance planning, keen observations, and astute recording

for later use. Planning will involve identifying the kinds of information that will be needed

(while allowing that other, perhaps unexpected informationmay arise); preparing instruments,

such as checklists, to be used on-site; working out the logistics of visits, including timing and

personnel involved; and deciding on the kinds of reports that will be required in collaboration

with the client. If a team is to undertake site visits, planning must extend to group meetings

to discuss the allocation of duties and responsibilities and to ensure that the team is working

toward a common end.

Observations

Central to the successful completion of any case study is the strength of observations. Often

occurring during site visits, observations may include a discerning appraisal of interactions

among personnel involved in a program, how and by what means the program is being
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undertaken and developed (or how and why it is failing to develop), the strength of program

leadership and delegation or otherwise of decision making, and the extent to which key

stakeholders (those most affected by the program) are influenced by its evolving outcomes.

Methods of observation for collecting relevant data and information may be quantitative

or qualitative, although the latter are more likely to be appropriate, particularly when the

observations are unstructured. Jorgensen (1989) pointed out the usefulness of unstructured

observations during the early stages of a study as well as the importance of the evaluator’s skills

in selecting and delineating critical features of the case:

The basic goal of these largely unfocused initial observations is to become increasingly

familiar with the insiders’ world so as to refine and focus subsequent observation and data

collection. It is extremely important that you record these observations as soon as possible

and with the greatest possible detail because never again will you experience the setting so

utterly unfamiliar. (p. 82)

As the study progresses, unstructured observations will continue in ways partly dictated

by the kinds of information that unfold. If the use of observation is based on meetings

with stakeholders (as it often is), an evaluator can obtain an increasingly useful depiction

of the program, with all of its nuances, including the forces that prevail in the program’s

environment. If an evaluator is carrying out unstructured observations, an ongoing comparison

of observations strengthens the understanding of the program’s holistic nature.

Observations that are more structured are also essential and worth the time. Unlike

unstructured observations that involve viewing aspects of a program in a general sense,

structured observations focus on the program’s idiosyncrasies; events associated with the

program; a range of physical aspects; and particularly the interactions between leaders and

other stakeholders, which have a strong influence on any program and should be carefully

noted. Sensitive information may arise from observations. It is therefore most important that

observations, particularly pertaining to personnel, be maintained securely and confidentially.

The propriety standards developed by the Joint Committee on Standards for Educational

Evaluation (1994) stress the importance of ethical behavior by evaluators in reaching and

upholding agreements in such areas as anonymity and confidentiality.

Structured observations must be based on careful planning that includes attention to

such items as observation scheduling; the kinds of instruments that will be used; and an

appropriate time schedule for conducting observations, to be worked out in collaboration with

program administrators. If a team is involved, participant training to ensure reliability among

observations will be necessary.

Qualitative methods of observation usually focus on the observer’s (or observers’) viewing

the interactions between group members objectively, while collecting information according

to a prearranged schedule or checklist. The observer also can play a greater participatory role

in group discussions, depending on the prevailing circumstances and the kinds of information

sought. In such instances, it is usual for the evaluator to ask questions to help elucidate matters

that have arisen during the observation period. Again, astute note taking and synthesizing of

information will help build a more complete picture of the program with all its intricacies.



Trim size: 7in x 9.25inStufflebeam c12.tex V2 - 08/06/2014 7:51am Page 304

304 CHAPTER 12–CASE STUDY EVALUATIONS

Interviewing

This area requires a high level of skill. Preparation for interviews is vital if they are to elicit the

kinds of information that are sought to illuminate the program. By comparison with the use

of questionnaires, conducting interviews can be a costly exercise, but one that is commonly

employed to unravel some of a program’s complexities and particularly stakeholders’ reactions

to these. Stakeholders’ concerns about a program and their knowledge of it are perspectives

that are essential for accurate and meaningful reporting in whatever form it might take. Much

has been written, and will still be written, on successful methods for carrying out interviews.

In all of this advice, the essential components are the experience of the interviewer, the degree

of preparation, the importance of clearly understanding the program itself and the purpose

for the interviewing, and the need to make the respondent feel at ease and useful to the study

being undertaken. Once rapport between the interviewer and respondent has developed, the

primary task of the interviewer is to listen and encourage discussion at a professional level.

Focus Groups

Focus groups are an extension of interviewing, involving groups of individuals who are closely

connectedwith the subject program. Focus groups involve interactions between the interviewer

and the group, and between group members themselves. Group members may be engaged to

give their views on the case being studied or to react to a draft or final case study report. In

the former situation, they may generate a great deal of useful information about the program,

particularly if they have opposing or conflicting views on aspects of that program. In the latter

situation, by reacting to a report they may help in such ways as assessing the case study’s

validity or identifying what they see as its implications for action. The interviewer’s task is to

make sure that dialogue remains focused on the topic under discussion. The more accurately

participants relate their reactions to the program and other relevant experiences, the sharper

the focus will be on desirable program changes that may be required. A number of factors come

into play with this method. It is crucially important to select a set of participants representing a

subset of stakeholders that is appropriate to the focus group’s charge. Idiosyncratic beliefs and

value systems are never far from the surface during focus groups. Any attitudes the participants

hold may influence the program’s progress and, in many instances, its success or failure. Focus

groups, properly constituted and conducted, certainly add very useful dimensions to a case

study evaluation.

Summary

The case study approach is appropriate in program evaluation, particularly because it requires

no control of treatments, subjects, or programs in their naturalistic setting. In addressing

focal issues, evaluators using such an approach triangulate multiple perspectives using a range

of methods (according to the needs of each unique situation) and sources of information.

From close contextual investigations of influences on the subject program, the case study

evaluator progresses to a holistic, in-depth assessment of the program, with its complexities
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and human interplay. Although it is possible to undertake case studies retrospectively on the

basis of recorded data and documents, case studies are more likely to occur in real time.

Case study methodology has become increasingly useful to evaluators as investigators and

to administrators and other stakeholders seeking an accurate depiction of a program. This

chapter has provided our perspective on the case study approach along with the perspectives

of two authors—Stake and Yin—who have contributed substantially to the application of case

study methods to program evaluations.

REVIEWQUESTIONS

1. What are some of the significant differences between experimental design and case study

methods?

2. There are marked differences between Brinkerhoff’s Success Case Method (see Chapter 6)

and the case study approach. State these differences.

3. What are the primary differences between Stake’s and Yin’s approaches to case studies?

What are the similarities?

4. What do you understand by the terms structuredobservation andunstructuredobservation?

5. How would you use content analysis to delineate salient issues in an examination of

documents and records?

6. What qualifications should evaluators possess, and what main procedures should they

follow, to carry out successful case study evaluations?

7. You have been commissioned to carry out a case study of a fourth-grade music appreciation

program. Following Yin’s advice, which of the following two questions is the more

appropriate?

a. What can I learn from this single case?

b. What qualitative methods would be most effective for generating unequivocal, gener-

alizable information about this program as a representative of similar programs?

Give reasons for your choice of question and why you rejected the alternative. Also, discuss

whether Stake would be likely to agree or disagree with what you see as Yin’s response to

this question.

8. Discuss whether a quantitative approach to a case study would be more appropriate

in evaluating a weight-loss program than in evaluating the music appreciation program

referenced in question 7.

9. What does Stake mean by intrinsic, instrumental, and collective case studies?

10. Stake maintained that there are six ways in which a program is unique, and that researchers

are required to gather data on all of these. Identify and briefly define these six unique

characteristics.
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Group Exercises

This chapter has provided an abbreviated overview of two approaches to case study methods

for evaluation. We hope that your discussions will enhance your understanding of some of the

differences (and similarities) between the two approaches to case studies.

Exercise 1

According to Stake, a case study is defined not by a methodology, but by the choice of object

to be studied. Discuss this assertion along these lines:

• Stake’s view on what should be the basic intent of a case study

• The general types of evaluation methods (if any) he views as appropriate to a particular

study

• How a choice of object is to be defined

Exercise 2

Is Stake unrealistic in stating that a case study does not need to be bound by time? In your

response, refer to evaluation situations with which you are familiar.

Exercise 3

Summarize your understanding of Yin’s position in regard to the appropriateness of a

preordinate and multimethod orientation to case study evaluations. Then consider how

this orientation does or does not align with Stake’s recommended approach to case study

evaluations. Finally, discuss whether Stake and Yin agree or disagree concerning the need for

triangulation of findings.
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Sage.

Stake, R. E. (1988). Seeking sweet water. In R. Jaeger (Ed.), Complementary methods for research in

education (pp. 253–300). Washington, DC: American Educational Research Association.

Stake, R. E. (1994). Case studies. In N. K. Denzin & Y. S. Lincoln (Eds.),Handbook of qualitative research
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CHAPTER 13

DANIEL STUFFLEBEAM’S CIPP MODEL FOR

EVALUATION

An Improvement- and Accountability-Oriented Approach

LEARNING OBJECTIVES

In this chapter you will learn

about the following:

• The historical roots and range of

applications of Daniel Stufflebeam’s

context, input, process, and product

(CIPP) model

• The CIPP model’s conceptual and

operational definitions of evaluation

• The CIPP model’s grounding in

professional standards for evaluations

• The CIPP model’s conceptual and

operational definitions of context,

input, process, and product evaluation

• The CIPP model’s formative and

summative uses

• The CIPP model’s approach to

engaging and serving stakeholders

• The CIPP model’s values,

improvement, objectivist, and systems

orientations

• The CIPP model’s requirement for and

approach to obtaining

metaevaluations

Overview of the Chapter

TheCIPP evaluationmodel is a comprehensive framework

for conducting formative and summative evaluations of

programs, projects, personnel, products, organizations,

policies, and evaluation systems. Basically, the model

provides direction for assessing context (in terms of an

enterprise’s need for corrections or improvements); inputs

(strategies, operational plan, resources, and agreements

for proceeding with a needed intervention); process (the

intervention’s implementation and costs); and products

(the effort’s positive and negative outcomes).

This chapter summarizes the CIPP model’s roots; lists

themodel’s various applications across a wide range of sec-

tors in society; defines context, input, process, and product

evaluations; defines evaluation in general and other key

concepts associated with the model; analyzes the model’s

formative and summative uses; presents themodel’s philo-

sophical stance and code of ethics; emphasizes the model’s

focus on improvement; discusses its values component;

delineates relevant procedures; and explains and illustrates

the model’s systems orientation.

CIPPModel in Context

Understanding the CIPPmodel’s background is important

for confirming the model’s significance based on its orig-

inal development to address national program evaluation

needs, its widespread use ever since, its evolution based
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on lessons from applications, and its integrity owing to adherence to what the evaluation field

has defined as sound evaluation practice.

Roots of the CIPP Model

The CIPP model was created in the late 1960s to help improve and achieve accountability for

federally funded U.S. public school projects, especially those keyed to improving teaching and

learning in inner-city school districts. Over the years, the model has been further developed. It

has been adapted and applied in the United States and many other countries and across a wide

range of disciplines and service areas.

The CIPP model is based on learning by doing—that is, an ongoing effort to identify and

correct mistakes made in evaluation practice, to invent and test needed new procedures, and

to retain and incorporate especially effective practices. The history of the model’s development

parallels and is a main part of the history of development of evaluation models and procedures

since the mid-1960s. Like other new approaches to evaluation, it was created because the

classic evaluation approaches of experimental design, objectives-based evaluation, peer or

expert review site visits, and standardized achievement testing proved to be of limited use

and often unworkable and even counterproductive for evaluating emergent federal programs

in dynamic social contexts and particularly public school districts. (A detailed account of the

model’s development appears in the second edition of Alkin’s Evaluation Roots [2013]).

The early work in developing the model is documented in Educational Evaluation and

Decision Making (Stufflebeam et al., 1971), a book produced by a national study committee on

evaluation that Phi Delta Kappa International (PDK) appointed in 1969. The book’s authors

sharply criticized the traditional views of evaluation, analyzed the evaluative information needs

in decision making, elaborated the CIPP model, closely examined the problems of multilevel

evaluation, addressed the issue of institutionalizing systematic evaluation, discussed the need

for evaluation training, and proposed that criteria for judging evaluations should include utility

and feasibility as well as technical adequacy.

An important lesson in regard to criteria for assessing evaluations was that evaluations

can go very wrong if they are keyed exclusively to criteria of technical adequacy, such as the

requirements for internal and external validity being promulgated in the 1960s for judging

experiments (Campbell & Stanley, 1963; Shadish, Cook, & Campbell, 2002). The PDK book’s

disaggregation of utility criteria into relevance, importance, timeliness, clarity, and credibility,

plus its recommendation that there be a prudential criterion concerned with conserving

resources, was a precursor of work the Joint Committee on Standards for Educational

Evaluation (1981, 1988, 1994, 2003, 2009, 2011) would do in defining standards for evaluations

of utility, feasibility, propriety, accuracy, and evaluation accountability.

The Model’s Range of Applications

The model is adaptable for application by a wide range of users, including evaluators, program

specialists, researchers, developers, policy groups, leaders, administrators, committees or task

groups, and laypersons. In the last case, one coulduse theCIPPmodel to guide and assess a home

remodeling project. Context evaluation would be employed to assess a home’s adequacy for
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meeting the occupants’ needs and to identify problems requiring attention (such as a need for

landscaping, painting, replacement shingles, new gutters, new flooring, added insulation, new

windows, rewiring, new plumbing lines, new appliances, an enlarged kitchen, an exterior deck,

termite protection, and so on), and then for deciding on which improvements to pursue. Input

evaluationwouldbeused toobtain andassess alternative architectural andcontractor-produced

plans, to determine the quality and costs of house rehabilitation products and services, and

also to contract and budget for the selected products and services. Through process evaluation,

the home owner (often with support from licensed inspectors) would monitor and take steps

to ensure quality, safety, cost containment, on-time performance, and adequate cleanup and

follow-up. Ultimately, the home owner would employ product evaluation to assess the results

of the remodeling project, obtain needed inspections to ensure compliance with relevant codes

and laws and with the original contractual agreements, and then pay the bills.

As this example illustrates, the CIPP model is a commonsense approach to ensuring cost-

effectiveness in starting, planning, carrying out, and completing needed improvement efforts.

It applies to one’s day-to-day decisions and actions as well as to complex enterprises operated

by private and public organizations. Beyond guiding the development and implementation

of improvement efforts, the model is also configured to meet an enterprise’s post hoc

accountability requirements.

Guili Zhang of East Carolina University indicated in personal correspondence that her

search for relevant literature on the CIPP model identified about 200 CIPP-related evaluation

studies, journal articles, and doctoral dissertations spanning many nations and fields. She

found that the model had been applied in 134 doctoral dissertations at eighty-one universities

involving a total of thirty-nine disciplines. She also cited a sample of 55 published studies

(among many more such studies) that employed the model in such disciplines as agriculture,

aviation; business; communication; distance education; elementary, tertiary, and secondary

education; government; health care; international development; law; philanthropy; psychology;

religion; and sociology. Those employing or contracting others to employ the model included

government officials, foundation officers, program and project staff, international assistance

personnel, agricultural extension agents, school administrators, church officials, physicians,

nurses, military leaders, and evaluators.

In this book’s first edition (Stufflebeam & Shinkfield, 2007), the CIPP model chapter cited

some areas of application beyond those identified by Zhang: productivity of private colleges

and historically black colleges; community programming for youth; community and economic

development; house construction and rehabilitation; and systems for evaluating teachers,

administrators, and military personnel. Clearly, use of the CIPP model is widespread.

Pertinent references to development and application of the model include Adams (1971);

Candoli, Cullen, and Stufflebeam (1997); Gally (1984); Guba and Stufflebeam (1968); Nevo

(1974); Stufflebeam (1966b, 1967, 1969, 1971b, 1983, 1985, 2003a, 2003b, 2004b, 2005, 2007);

Stufflebeam et al. (1971); Stufflebeam and Webster (1988); Webster (1975); and Zhang

et al. (2010). A detailed checklist for applying the CIPP evaluation model is available at

www.wmich.edu/evalctr/checklists, and an updated version is available from the Jossey-Bass

Web site supporting this book at www.josseybass.com/go/evalmodels.

http://www.wmich.edu/evalctr/checklists
http://www.josseybass.com/go/evalmodels
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Conceptual and Operational Definitions of Evaluation

The CIPP model is grounded in general and operational definitions of evaluation, main uses

of evaluations, and professional standards for guiding and judging evaluations. Generally,

an evaluation is a systematic investigation of some object’s value. Operationally, evaluation

is the process of delineating, obtaining, reporting, and applying descriptive and judgmental

information about an object’s value, as defined by such criteria as quality, worth, probity,

equity, feasibility, cost, efficiency, safety, and significance.

Professional Standards

Professional standards for evaluations are principles commonly agreed to by specialists in the

conduct and use of evaluations for determining an evaluation’s utility, feasibility, propriety,

accuracy, and evaluation accountability. Basically, the CIPP model is an organized approach

to meeting the evaluation profession’s standards as defined by the Joint Committee (1981,

1988, 1994, 2003, 2009, 2011). This book’s Chapter 3 on evaluation standards is an important

supplement to this chapter.

Overview of the CIPP Categories

The CIPP model’s core concepts are evaluations of an entity’s context, inputs, processes, and

products, as denoted by the letters of the acronym.

In context evaluations, evaluators assess needs, problems, assets, and opportunities, plus

relevant contextual conditions and dynamics. Decision makers use context evaluations to

define goals and set priorities and to make sure program goals are targeted to address signif-

icant, assessed needs and problems. Oversight bodies and program stakeholders use context

evaluation findings to judge whether the program was guided by appropriate goals and also to

judge outcomes for their responsiveness to the program’s targeted needs, problems, and goals.

In input evaluations, evaluators assist with program planning by identifying and assessing

alternative approaches and subsequently assessing procedural plans, staffing provisions, and

budgets for their feasibility and potential cost-effectiveness in regard tomeeting targeted needs

and achieving goals. Decision makers use input evaluations to identify and choose among

competing plans, write funding proposals, allocate resources, assign staff, schedule work, and

ultimately help others judge an effort’s plans and budget.

In process evaluations, evaluators monitor, document, assess, and report on the imple-

mentation of program plans. Such evaluators provide feedback throughout a program’s

implementation and later report on the extent to which the program was carried out as

intended and required. Program staff use periodic process evaluation reports to take stock

of their progress, identify implementation issues, and adjust their plans and performance

to ensure program quality and on-time delivery of services. At the end of the program or

after a program cycle, the program’s staff, overseers, and constituents may use the process

evaluation’s documentation to judge how well the program was carried out. They may also

use this documentation to judge whether a program’s possibly deficient outcomes were due
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to a weak intervention strategy or to inadequate implementation of the strategy. In addition,

the program approach’s potential adopters may seek out and use the findings of the process

evaluation to guide their adaptation and application of the approach.

In product evaluations, evaluators identify and assess costs and outcomes—intended

and unintended, short term and long term. They provide feedback during a program’s

implementation on the extent to which program goals are being addressed and achieved.

At the program’s end, product evaluation helps identify and assess the program’s full range

of accomplishments. Program staff use interim product evaluation feedback to maintain

focus on achieving important outcomes and to identify and address deficiencies in the

program’s progress toward achieving important outcomes. Ultimately, product evaluations

involve assessing and reporting on a program’s unintended as well as intended outcomes.

Program overseers, funders, and constituents use final product evaluation results to judge

whether the program’s accomplishments were significant and worth the cost. The program’s

potential adopters would use product evaluation findings as the most important information

for deciding whether to adopt the program. Product evaluation’s key questions are: Did the

program achieve its goals? Did it successfully address the targeted needs and problems? What

were the program’s side effects? Were there negative as well as positive outcomes? Were the

program’s accomplishments worth the cost?

In summing up long-term evaluations, the product evaluation component may be divided

into four subparts of assessment: reach to the targeted beneficiaries, effectiveness, sustainability,

and transportability. These product evaluation subparts necessitate asking, Were the right

beneficiaries reached? Were the targeted needs and problems addressed effectively? Were the

program’s accomplishments and the mechanisms to produce them sustained and affordable

over the long term? Did the strategies and procedures that produced the accomplishments

prove to be transportable, adaptable, and affordable for effective use elsewhere?

Formative and Summative Uses of Context, Input, Process,
and Product Evaluations

Main uses of evaluations, based on the CIPP model, are to guide and strengthen enterprises;

issue accountability reports; help disseminate effective practices; increase understanding of the

involved phenomena; and, as appropriate, make decision makers, stakeholders, and consumers

aware of evaluands that proved unworthy of further use.

Consistent with its improvement focus, the CIPP model places priority on guiding

planning and implementation of development efforts. In the model’s formative role, context,

input, process, and product evaluations, respectively, ask: What needs to be done? How

should it be done? Is it being done? Is it succeeding? Prior to and during the decision-making

and implementation processes, the evaluator submits reports addressing these questions to

help guide and strengthen decision making, keep stakeholders informed about findings, help

staff work toward achieving successful outcomes, and help them maintain an accountability

record. In this vein, the model’s intent is to supply evaluation users—such as policy boards,

administrators, and program staffs—with timely, valid information of use in identifying an
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appropriate area for development; formulating sound goals, activity plans, and budgets (often

associated with development or improvement efforts); successfully carrying out work plans;

strengthening existing programs or services; periodically deciding whether and, if so, how to

repeat or expand an effort; disseminating effective practices; contributing to knowledge in the

area of service; and meeting a financial sponsor’s accountability requirements.

Themodel also includes a requirement andprovides direction for conducting retrospective,

summative evaluations to serve a broad range of stakeholders. Possible stakeholders include

funding organizations, persons receiving or considering using the sponsored services, policy

groups and program specialists outside the program being evaluated, and researchers. In

preparing the summative report, the evaluator refers to the store of formative context, input,

process, and product information and obtains other needed information. The evaluator uses

this information to address the following retrospective questions: Was the program (or

other evaluand) keyed to clear goals based on the assessed needs of beneficiaries? Was the

effort guided by a defensible procedural design; a functional staffing plan; an effective and

appropriate process of stakeholder involvement; and a sufficient, appropriate budget?Were the

plans executed competently and efficiently and modified as needed? Did the effort succeed, in

what ways and to what extent, and why or why not? Potential consumers need answers to such

summative questions to help assess the quality, cost, utility, and competitiveness of programs,

products, or services they might adopt or acquire and use. Other stakeholders might want

evidence on the extent to which their tax dollars or other types of support yielded responsible

actions and worthwhile outcomes. If evaluators effectively conduct, document, and report on

formative evaluations, they will have much of the information needed to produce a defensible

summative evaluation report. Such information will prove invaluable to both internal and

external evaluators with an assignment to summatively evaluate a project, program, service, or

other entity.

Table 13.1 summarizes uses of the CIPP model for both formative and summative

evaluations. The matrix’s eight cells (formative and summative roles of context, input, process,

and product evaluation) encompass much of the evaluative information required to guide

enterprises and produce credible, and therefore defensible, summative evaluation reports.

Philosophy and Code of Ethics Underlying the CIPPModel

The CIPP model has a strong orientation toward service and the principles of a free society.

It calls for evaluators and clients to identify and involve rightful beneficiaries; clarify the

forms of assistance they need; obtain information of use in designing responsive programs and

other areas of assistance; assess and help guide the intervention’s effective implementation;

and ultimately assess the intervention’s value (for example, its quality, worth, probity, equity,

feasibility, cost, efficiency, safety, and/or significance). The thrust of CIPP evaluations is to

provide sound information and judgments that will help service providers regularly assess and

improve services and make effective and efficient use of resources, time, and technology to

appropriately and equitably serve the well-being and targeted needs of rightful beneficiaries.
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Table 13.1 Relevance of Four Evaluation Types to Formative and Summative Evaluation Roles

Types of Evaluation

Evaluation Role Context Evaluation Input Evaluation Process Evaluation Product Evaluation

Formative evaluation:

Prospective application

of CIPP information and

judgments to assist with

decision making,

program

implementation, quality

assurance, and

accountability

Providing guidance for

identifying needed

interventions, choosing

goals, and setting

priorities by assessing

and reporting on needs,

problems, assets, and

opportunities

Providing guidance for

choosing a program

strategy and settling on

a sound general

implementation plan

and budget by assessing

and reporting on

alternative strategies and

resource allocation plans

and subsequently closely

examining and judging

the specific operational

plan

Providing guidance for

implementing the

operational plan by

monitoring,

documenting, judging,

and repeatedly reporting

on program activities and

expenditures

Providing guidance for

continuing, modifying,

adopting, or terminating

the program by

identifying, assessing,

and reporting on

intermediate and

longer-term outcomes,

including side effects

...................................................................................................................................................................................................
Summative evaluation:

Retrospective use of

CIPP information to sum

up the program’s value

(for example, its quality,

worth, probity, equity,

feasibility, cost,

efficiency, safety, and/or

significance)

Judging goals and

priorities by comparing

them to assessed needs,

problems, assets, and

opportunities

Judging the

implementation plan

and budget by

comparing them to the

targeted needs of

intended beneficiaries,

contrasting themwith

those of critical

competitors, and

assessing their

compatibility with the

implementation

environment

Judging program

implementation by fully

describing and assessing

the actual processes and

costs, plus comparing the

planned and actual

processes and costs

Judging the program’s

success by comparing its

outcomes and side effects

to targeted needs,

examining its

cost-effectiveness, and

(as feasible) contrasting

its costs and outcomes

with those of competitive

programs; also by

interpreting results

against the effort’s

outlay of resources and

the extent to which the

operational plan was

both sound and

effectively executed

Involving and Serving Stakeholders

CIPP evaluations must be grounded in the democratic principles of equity and fairness. A key

concept used in the model is that of stakeholders: those who are intended to use the findings,

those who may otherwise be affected by the evaluation, and those expected to contribute to

the evaluation. Consistent with the Joint Committee’s Program Evaluation Standards (1994,

2011), the evaluator should search out all relevant stakeholder groups and engage at least their

representatives in hermeneutic and consensus-building processes. He or she should engage

them to help with affirming and clarifying foundational values, defining evaluation questions,

clarifying evaluative criteria, obtaining needed information, interpreting findings, assessing

evaluation reports, and disseminating and using findings.
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Because information empowers those who hold it, the CIPP model emphasizes the impor-

tance of evenhandedness in involving and keeping informed all of a program’s stakeholders.

Moreover, evaluators should strive to reach and involve those most in need and with little

access to and influence over services. Although evaluators should control the evaluation

process to ensure its integrity, CIPP evaluations accord beneficiaries and other stakeholders

more than a passive recipient’s role. Evaluators are expected to keep stakeholders informed

and provide them with appropriate opportunities to contribute. Involving all levels of stake-

holders is considered ethically responsible because it equitably empowers the disadvantaged

as well as the advantaged to help define the appropriate evaluation questions and criteria;

provide evaluative input; critique draft reports; and receive, review, and use evaluation findings.

Involving all stakeholder groups is also wise because sustained, consequential involvement

positions stakeholders to contribute information and valuable insights and inclines them to

study, understand, accept, value, and act on evaluation reports.

Improvement Orientation

A fundamental tenet of the CIPP model is that evaluation’s purpose is not only to prove but

also—and more important—to improve. Evaluation is thus conceived first and foremost as

a functional activity oriented in the long run to stimulating, aiding, and abetting efforts to

strengthen and improve enterprises. The model also posits that some programs or services will

prove unworthy of attempts to improve them or overly expensive and should be discredited

or terminated. By helping stop unneeded, unsustainable, corrupt, or hopelessly flawed efforts,

evaluations can and should serve an improvement function by helping organizations to free up

resources and time for worthy efforts.

In the first author’s experience, based on evaluating government programs over several

decades, some federal programs have been shown to be culpable for fraudulent, wasteful, or

inappropriate use of federal funds. Unfortunately, too often such malfeasance has not been

exposed, corrected, and (as appropriate) penalized. Evaluation has an important role, not only

in uncovering fraud, waste, and abuse in assessed programs but also in advocating for corrective

action by appropriate authorities.

Objectivist Orientation

The CIPP model’s epistemological orientation is objectivist, not relativistic. Objectivist eval-

uations are based on the theory that moral good is objective and independent of personal or

simply human feelings. Evaluators conducting such evaluations are doing work that is firmly

grounded in ethical principles, such as those in the United Nations’ Universal Declaration of

Human Rights and the U.S. Bill of Rights; they strive to control bias, prejudice, and conflicts of

interest in conducting assessments and reaching conclusions; they invoke and justify appropri-

ate and (where they exist) established technical standards of quality; they obtain and validate

findings from multiple sources; they search for best answers, although these may be difficult

to find; they set forth and justify best available conclusions about the evaluand; they report

findings honestly, fairly, and as circumspectly as necessary to all right-to-know audiences;
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they subject the evaluation process and findings to independent assessments against pertinent

standards; and they identify needs bearing further investigation. Fundamentally, objectivist

evaluations are intended over time to lead to conclusions that are correct—not correct or

incorrect relative to an evaluator’s or other party’s predilections, position, preferences, or point

of view. The model contends that when different objectivist evaluations are focused on the

same object in a given setting, when they are keyed to fundamental principles of a free society

and to agreed-on criteria of merit, when they involve meaningful engagement of all stakeholder

groups in the quest for answers, and when they conform to the evaluation field’s standards,

different, competent evaluators will arrive at fundamentally equivalent, defensible conclusions.

Standards andMetaevaluation

The model calls for evaluators to meet the professional standards of evaluation and subject

their evaluations to both formative and summative metaevaluations. The main standards

invoked in the model require evaluations to meet professionally defined requirements for

utility, feasibility, propriety, accuracy, and evaluation accountability. At a minimum, evaluators

should conduct their own formative and summative metaevaluations. An evaluator should

use the formative metaevaluation to guide the evaluation work and correct deficiencies along

the way. In the final evaluation report, the evaluator should state and explain his or her

judgments of the extent to which the evaluation met each of the relevant Joint Committee

(2003, 2009, 2011) standards. As feasible, the evaluation should be subjected to an external,

independent metaevaluation. Preferably, a party other than the evaluator, such as the client

or a private foundation, should choose and fund the external metaevaluator. This helps avoid

any appearance or fact of the evaluator’s possible conflict of interest’s having influenced the

content of the external metaevaluation report. The external metaevaluator’s report should be

made available to all members of the right-to-know audience. (Further information on these

points appears in Chapter 3 (on professional standards) and Chapter 25 (on metaevaluation).

TheModel’s Values Component

Figure 13.1 summarizes the basic elements of the CIPP model in three concentric circles and

portrays the central importance of defined values. The inner circle denotes the core values that

should be defined and used to undergird a given evaluation. The wheel surrounding the values

is divided into four evaluative foci associated with any program or other endeavor: goals, plans,

actions, and outcomes. The outer wheel indicates the type of evaluation that serves each of

the four evaluative foci: context, input, process, or product evaluation. Each two-directional

arrow represents a reciprocal relationship between a particular evaluative focus and a type

of evaluation.

The goal-setting task raises questions for a context evaluation, which in turn pro-

vides information for validating or improving goals. Planning improvement efforts generate

questions for an input evaluation, which correspondingly provides judgments of plans and

direction for strengthening plans. Program actions bring up questions for a process evaluation,
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Figure 13.1 Key Components of the CIPP Evaluation Model and Associated Relationships with Programs

which provides judgments of activities plus feedback for strengthening staff performance.

Accomplishments, lack of accomplishments, and side effects command the attention of a

product evaluation, which ultimately yields judgments of outcomes and helps identify needs

for achieving better results.

These relationships aremade functional by grounding evaluations in core values, referenced

in the scheme’s inner circle. Evaluation’s root term is value. This term refers to any of a range

of ideals held by a society, group, or individual. The CIPP model calls for the evaluator and

client to identify and clarify the values that will undergird a particular evaluation. Examples

of educational values—applied in evaluations of U.S. public school programs—are success in

helping all students meet a state’s mandated academic standards; helping all children develop

basic academic skills; helping each child fulfill her or his potential for educational development;

aiding and reinforcing the development of students’ special gifts and talents; upholding human

rights; meeting the needs of children with disabilities and underprivileged children; developing

students as good citizens; ensuring equality of opportunity; effectively engaging parents in the

healthy development of their children; nurturing and developing the school’s primary resource,

its teachers; attaining excellence in all aspects of schooling; conserving and using resources

efficiently; ensuring safety of products and procedures and of students and staff; maintaining

separation of church and state; employing research and innovation to strengthen teaching

and learning; and maintaining accountability. Essentially evaluators should take into account

a set of pertinent societal, institutional, program, and professional and technical values when

assessing programs or other entities.

The values provide the foundation for deriving or validating particular evaluative criteria.

Selected criteria, along with stakeholders’ questions, help clarify an evaluation’s information
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needs. These in turn provide the basis for selecting and constructing the evaluation instruments

and procedures, accessing existing information, collecting new information, and defining

interpretive standards.

Also, a values framework provides a well-knit point of reference for detecting unexpected

defects and strengths. For example, through broad, values-oriented surveillance, an evaluator

might discover that a program excels in meeting students’ targeted academic needs but

has serious deficiencies, such as racist practices, unsafe equipment, teacher burnout, waste

of resources, or graft. On the positive side, examination of a program against a backdrop

of appropriate values might uncover unexpected positive outcomes, such as strengthened

community support of schools, invention of better teaching practices, improved teacher

morale, or more engaged and supportive parents.

Using the CIPP Framework to Define Evaluation Questions

Table 13.2 illustrates how the CIPP framework can be used to identify and review possible

questions for a program evaluation. The first row identifies generic questions for formative

evaluations of context, inputs, processes, and products, and analogously the second row

identifies generic questions for summative evaluations. This chart is offered for the evaluator’s

use in engaging the client and other stakeholders in the process of identifying and defining the

questions that will guide a particular evaluation.

Delineation of the CIPP Categories and Relevant Procedures

This section provides a more specific discussion of each type of evaluation. Table 13.3 is

a convenient overview of the essential meanings of context, input, process, and product

evaluation. It defines these four types of studies according to their objectives, methods, and

uses. This section also describes certain techniques that evaluators have found useful for

conducting each type of evaluation. No one evaluation is likely to use all of the techniques

referred to here. They are presented to give an idea of the range of qualitative and quantitative

methods that are potentially applicable in CIPP evaluations.

Context Evaluation

An evaluator employs a context evaluation to assess needs, problems, assets, and opportunities

within a defined environment. Needs include those things that are necessary or useful

for fulfilling a defensible purpose. Problems are impediments to overcome in meeting and

continuing to meet targeted needs. Assets include accessible expertise and services, usually

in the local area, that could be used to help fulfill the targeted purpose. Opportunities

especially include funding sources that might be tapped to support efforts to meet needs and

solve associated problems. Defensible purposes define what is to be achieved related to the

institution’s mission while adhering to ethical and legal standards.

Although context evaluation is often referred to as needs assessment, the latter term

is too narrow in that it focuses on needs and omits concerns about problems, assets, and

opportunities. All four elements are critically important in designing sound programs, projects,
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Table 13.2 Illustrative Evaluation Questions

Evaluation Types of Evaluation

Role Context Evaluation Input Evaluation Process Evaluation Product Evaluation

Formative • Whatarethehighest-

priority needs in

the program area of

interest?

• What goals should be

pursued to meet the

needs?

• Whatarethemostpromis-

ing approaches to meet-

ing the targeted needs

and goals?

• How do these approaches

compare in regard to

potential success, costs,

and so on?

• Howcan themostpromis-

ing approach be effec-

tively designed, staffed,

funded, and imple-

mented?

• What might be some bar-

riers to effective imple-

mentation?

• To what extent is

the funded program

proceeding on time,

within budget, and

effectively?

• If needed, how can the

program’s design be

improved?

• How can implementa-

tion be strengthened?

• To what extent are indi-

cators of success being

observed and assessed?

• What other indicators, if

any, have emerged that

show that the program is

or is not succeeding?

• What side effects (positive

or negative) are emerging?

• How should implementa-

tion be modified to sustain

success?

...................................................................................................................................................................................................
Summative • To what extent did

this program area

address high-priority

needs?

• To what extent did

programgoals reflect

thetargetedassessed

needs?

• What approach to goal

achievementwas chosen?

• How did the chosen strat-

egy compare to other

viable approaches in

regard to prospects for

success, feasibility, and

costs?

• How well was the chosen

strategy converted to a

sound,feasibleworkplan?

• Towhat extentwas the

program carried out as

planned or modified

withanimprovedplan?

• How well was the pro-

gram executed?

• What was the pro-

gram’s overall cost?

• Towhat extent did this pro-

grameffectivelyaddressthe

original assessed needs and

achieve its goals?

• Were there any unantici-

pated negative or positive

side effects?

• What conclusions can be

reachedconcerningthepro-

gram’s cost-effectiveness,

sustainability, and broad

applicability?

and services and should be considered in context evaluations. A context evaluation’s main

objectives are to

• Set boundaries around and describe the setting for the intended program or other

improvement effort

• Identify intended beneficiaries and assess their needs

• Identify problems or barriers to meeting the assessed needs

• Identify relevant, accessible assets and funding opportunities that could be used to address

the targeted needs

• Provide a basis for setting improvement-oriented goals

• Assess the clarity and appropriateness of improvement-oriented goals

• Provide a basis for judging outcomes of the subject program
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Table 13.3 Four Types of Evaluation and Their Objectives, Methods, and Uses

Types of Evaluation

Context Evaluation Input Evaluation Process Evaluation Product Evaluation

Objectives To define the relevant

context, identify the target

population and assess its

needs, identify opportunities

for addressing the needs,

diagnose problems

underlying the needs, and

judge whether program

goals and priorities are

sufficiently and

appropriately responsive to

the assessed needs

To identify and assess system

capabilities and alternative

program strategies and then

assess the chosen strategy’s

procedural design, budget,

schedule, and staffing and

stakeholder involvement

plans

To identify or predict defects

in the procedural design or

its implementation, provide

information for

preprogrammed

implementation decisions,

affirm activities that are

working well, and record

and judge procedural events

and activities

To identify intended and

unintended outcomes; relate

them to goals and assessed

needs and to context, input,

and process information;

and judge accomplishments

in terms of such factors as

quality, worth, probity,

equity, cost, safety, and

significance

...................................................................................................................................................................................................
Methods System analysis, surveys,

document review, secondary

data analysis, hearings,

interviews, focus groups,

diagnostic tests, case

studies, site visits,

epidemiological studies, and

the Delphi technique

Document analysis,

interviews, literature review,

visits to exemplary

programs, advocate teams

studies, checklists, pilot

tests, and content analysis

Monitoring the program’s

potential procedural barriers

and remaining alert to

unanticipated ones,

obtaining information for

implementation decisions,

documenting the actual

processes and costs,

photographing progress,

and regularly interacting

with and reporting to staff

and other stakeholders

Objective measurement,

attitude scales,

documentation of

participation, interviews,

photographic records,

cost-effectiveness analysis,

effect parameter analysis,

goal-free evaluation,

experimental design,

time-series studies, surveys,

content analysis, and

significance tests
...................................................................................................................................................................................................
Uses For deciding on the setting

to be served, the goals

associated with meeting

needs or using opportunities,

the priorities for budgeting

time and resources, and the

objectives associated with

solving problems and

planning needed program

changes, and for providing a

basis for judging outcomes

For selecting sources of

support, solution strategies,

and procedural designs (that

is, for structuring, staffing,

scheduling, and budgeting

improvement activities), and

for providing criteria for

judging implementation

For implementing and

refining the program design

and procedures (that is, for

effecting process and quality

control), and for providing a

log of the actual process and

program costs for later use in

interpreting outcomes

For deciding to continue,

modify, or refocus a

program, and for presenting

a clear record of effects

(intended and unintended,

positive and negative),

compared with assessed

needs, targeted goals, and

costs

Context evaluations may be initiated before, during, or even after a project, program, or

other intervention. In the before case, organizations may carry out context evaluations as

narrowly bounded studies to help set goals and priorities in a particular area. In the case of

evaluations started during or after a program or other intervention, institutions often conduct

and report on context evaluations in combination with input, process, and product evaluations.

Here, context evaluations are useful for judging established goals and helping the audience

assess the effort’s worth in meeting beneficiaries’ needs.

A context evaluation’s methodology may involve collecting a variety of information about

members of the target population and their surrounding environment and conducting various
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types of analysis. A usual starting point is to ask the client and other stakeholders to help

define the study’s boundaries. Subsequently the evaluator may employ a variety of techniques

to generate and test hypotheses about needed services or changes in existing services. These

techniques might include reviewing documents, analyzing demographic and performance

data, conducting hearings and community forums, conducting focus group sessions, and

interviewing beneficiaries and other stakeholders.

The evaluator might construct a survey instrument to investigate identified hypotheses

concerning the existence of beneficiaries’ needs. Then he or she could administer it to a

carefully defined sample of stakeholders. The evaluator could also make the survey instrument

available more generally to anyone wishing to provide input, analyzing the two sets of

responses separately.

The evaluator should examine existing records to identify performance patterns and back-

ground information on the target population. In a school district, information gathered might

include immunization records; enrollment in different levels of courses; attendance; school

grades; test scores; honors; graduation rates; participation in extracurricular activities; partici-

pation in special education; participation in free and reduced-fee meal programs; participation

in further education; housing situations; employment and health histories; disciplinary records;

or feedback from teachers, parents, former students, counselors, coaches, health personnel,

librarians, custodians, administrators, or employers.

Theevaluatormight administer special diagnostic tests tomembersof the targetpopulation.

He or she might engage an expert review panel to visit, closely observe, and identify needs,

problems, assets, and opportunities in the targeted environment. The evaluator might conduct

focus group meetings to review the gathered information, possibly using a consensus-building

technique, such as Delphi, to solidify agreements about priority needs and goals. These

procedures contribute to an in-depth perspective on the school district’s functioning and

highest-priority needs.

Often audiences need to view an effort within both its present setting and its historical

context. Considering the relevant history helps decision makers avoid past mistakes. Thus,

the methodology of context evaluation includes historical analysis and literature review as well

asmethods aimed at characterizing andunderstanding current environmental conditions.After

the initial context evaluation, an organization often needs to continue collecting, organizing,

filing, and reporting context evaluation data, because needs, problems, assets, and opportunities

are subject to change.

In some situations, the evaluator should look beyond the local context to ascertain whether

a program has widespread relevance. For example, a successful early childhood programmight

produce a ripple effect that eventually improves early childhood programming far beyond

the program’s setting. In such cases, the evaluator would judge the program not only on its

worth in addressing the needs of targeted beneficiaries but also on its significance in serving

beneficiaries outside the program’s area of operation. When a context evaluation shows that a

proposed program has widespread significance, the program developer can make an especially

strong case for external financial support.
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Context evaluations have a wide range of possible constructive uses. A context evaluation

might provide ameans by which an administrator can communicate with constituents to gain a

shared conception of the organization’s strengths and weaknesses, needs, assets, opportunities,

and priority problems. A program developer could use context evaluation information to

support a request for external grants or contracts. A university might use a context evaluation

to convince a funding agency that it directed a proposed program at an urgent need or to

convince a state legislature to increase the institution’s funding. A social service organization

might use context evaluation information to formulate objectives for staff development or to

identify target populations for priority assistance. A school would use a context evaluation

to help students and their parents or advisers focus their attention on developmental areas

requiring more progress. An institution also could use context evaluation information to help

decide how to make itself stronger by cutting marginally important or ineffective programs.

Context evaluation information is particularly useful when an organization needs to assess

theworth and significanceofwhat an interventionaccomplished.Here theorganization assesses

whether the investment in improvement effectively addressed the targeted needs of intended

beneficiaries. Also, evaluators refer to context evaluation findings to assess the appropriateness

of goals and the relevance of program plans. Similarly, they use context evaluation findings

to examine how an intervention’s process is effecting improvements outside the local setting.

Considering such uses, an organization can benefit greatly by establishing, keeping up to date,

and using information from a context evaluation database.

Input Evaluation

An input evaluation’s main orientation is toward helping prescribe a program approach by

which to make needed changes. To this end, evaluators search out and critically examine

potentially relevant approaches, including the one already being used. Input evaluation has a

bearing on the success or failure and efficiency of a change effort. Initial decisions to allocate

resources constrain change programs. A potentially effective solution to a problem will have

no possibility of impact if a planning group does not at least identify it and assess its merits. A

secondary orientation of an input evaluation is toward informing interested parties about what

program approach was chosen, over what alternatives, and why. In this sense, input evaluation

information is an important source of a developer’s accountability for the design and budgeting

of an improvement effort.

Essentially, an input evaluation should involve identifying and rating relevant approaches

(including associated equipment and materials) and assist decision makers in preparing

the chosen approach for execution. An evaluator should also search through the client’s

environment for political barriers, financial or legal constraints, and potentially available

resources. The overall intent of an input evaluation is to help decision makers examine

alternative program strategies for addressing assessed needs of targeted beneficiaries, evolve

a workable program plan and appropriate budget, and develop an accountability record for

defending the program’s procedural and resource plans. Another important function is to help

program leaders avoid the wasteful practice of pursuing proposed innovations that predictably

would fail or at least waste resources.
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Evaluators conduct input evaluations in several stages, which occur in no set sequence. An

evaluator might first review the state of practice in meeting the specified needs and objectives.

This process could include a number of possible components:

• Reviewing relevant literature

• Visiting exemplary programs

• Consulting experts and government representatives

• Querying pertinent information services (especially those on the World Wide Web)

• Reviewing a pertinent article in Consumer Reports or a similar publication that critically

reviews available products and services

• Inviting proposals from involved staff

Evaluators might organize such information in a special planning room, possibly engaging

a special study group to investigate it or conducting a special planning seminar to analyze

the material. An evaluator would use the information to assess whether potentially acceptable

solution strategies exist. He or she would rate promising approaches on relevant criteria, such

as the following:

• Responsiveness to assessed needs of targeted beneficiaries

• Responsiveness to targeted problems in the organization

• Use of special funding programs or other relevant opportunities

• Potential effectiveness

• Cost

• Political viability

• Administrative feasibility

• Potential for important impacts outside the local area

Next, the evaluator could advise the decision makers about whether they should seek a

novel solution. In seeking an innovation, the client and evaluator might document criteria the

innovation should meet, structure a request for proposal, obtain competing proposals, and rate

them on the chosen criteria. Subsequently the evaluator might rank the potentially acceptable

proposals and suggest how the institution could combine their best features. The evaluator

might also conduct a hearing to obtain additional information. He or she could ask staff and

administrators to express concerns, so that together theymight appraise resources and barriers

that the institution should consider when installing the intervention. Members of the program

planning group (that is, the client group) could then use the accumulated information to design

and budget for what they see as the best combination strategy and action plan.

Input evaluations have several applications. A chief one is in preparing a proposal for

submission to a funding organization or policy board. Another is in assessing one’s existing
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practice, whether or not it seems satisfactory, against what is being done elsewhere and what

is proposed in the literature. Input evaluation has been used in the Dallas Independent School

District; the Des Moines, Iowa, Public Schools; and the Shaker Heights, Ohio, School District.

These districts used it to decide whether locally generated proposals for innovation were likely

to be cost effective. The public school district for Detroit also used input evaluation to generate

and assess alternative architectural designs for new school buildings. And the U.S. Marine

Corps (USMC) used input evaluation to replace its system for evaluating officers and enlisted

personnel; it did so by identifying and evaluating a wide range of personnel evaluation systems

used by other military branches and in business and industry, by engaging planning teams

to invent new creative approaches, by evaluating the capacity of all identified approaches to

address the USMC’s need for the new system, and ultimately by selecting and installing the

preferred new approach. In addition to informing and facilitating decisions, input evaluation

records help authorities defend their choice of one course of action over other possibilities.

Administrators and policy boards can find input evaluation records useful when they must

publicly defend sizable expenditures for new programs.

The advocate teams technique is a procedure designed specifically for conducting input

evaluations. This technique is especially applicable in situations where an institution lacks

effective means to meet targeted needs and stakeholders hold opposing views on what strategy

the institution should adopt. Using this technique, the evaluator convenes two or more teams

of experts and stakeholders, giving the teams the objectives, background data on needs,

specifications for a solution strategy, and criteria for evaluating the teams’ proposed strategies.

The evaluatormay staff these teams tomatchmembers’ preferences and expertise to the nature

of initial ideas about appropriate alternative strategies. Evaluators should do so especially if

stakeholders severely disagree about what type of approach they would accept. Alternatively,

if seeking creative, “out-of-the box,” alternative strategies, the evaluatormight staff the advocate

teams with two or more groups of highly creative experts possessing significant knowledge

and field experience in the general problem area. However the advocate teams are staffed,

they compete in isolation from one another to develop a winning solution strategy. A panel of

experts and stakeholders rates the advocate team reports. The institution might also field-test

the teams’ proposed strategies. Subsequently the institution would operationalize the winning

strategy. Alternatively, it might combine and operationalize the best features of the two or

more competing strategies.

The advocate teams technique’s advantages are that it provides a systematic approach for

• Designing interventions to meet assessed needs

• Generating and assessing competing strategies

• Exploiting bias and competition in a constructive search for effective alternatives

• Addressing controversy and breaking down stalemates that stand in the way of progress

• Involving personnel from the adopting system in devising, assessing, and operationalizing

improvement programs

• Documenting why a particular solution strategy was selected
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Additional information, including a technical manual and the results of five field tests of

the technique, is available in Reinhard (1972).

Process Evaluation

Aprocess evaluation includes an ongoing check on a plan’s implementation and documentation

of the associated processes. One objective is to provide staff and managers with feedback about

the extent to which they are carrying out planned activities on schedule, as planned and

budgeted, and efficiently. Another is to guide staff to improve the procedural and budgetary

plans appropriately. Typically staff cannot determine all aspects of such plans when a program

starts. Also, they must alter the plans if some initial decisions are unsound or not feasible. Still

another objective is to periodically assess the extent to which participants accept and can carry

out their roles. In process evaluations, evaluators should contrast activities and expenditures

with the plan and budget, describe implementation problems, and assess how well the staff

has addressed them. They should document and analyze the effort’s costs. Finally, they should

report on how observers and participants judged the quality of the program’s implementation.

The linchpin of a sound process evaluation is the process evaluator. More often than not,

staff members’ failure to obtain guidance for implementation and to document their activities

and expenditures is due to a failure to assign anyone this work. Sponsors and institutions

too often assume erroneously that the managers and staff will adequately evaluate program

implementation as a normal part of their assignments. Managers and staff may routinely do

some review and documentation through staff meetings, minutes of the meetings, and periodic

accounting reports, for example, but these components do not fulfill the requirements of a

sound process evaluation. Experience has shown that program directors can usually meet these

requirements well only by assigning an evaluator to provide ongoing program review, feedback,

and documentation.

A process evaluator hasmuchwork to do inmonitoring and documenting an intervention’s

activities and expenditures. Initially, the process evaluator could review the relevant program

strategy, work plans, the budget, and any prior background evaluation to identify what planned

activities he or she shouldmonitor. Possible examples of such activities are delivering services to

beneficiaries, hiring and training staff, supervising staff, conducting staff meetings, monitoring

and inspecting work flow, securing and maintaining equipment, ordering and distributing

materials, controlling finances, documenting expenditures, managing program information,

and keeping constituents informed.

Bearing in mind such process evaluation issues as those just mentioned, the process

evaluator could develop a general schedule of data collection activities and begin carrying

them out. Initially these probably should be as unobtrusive as possible so as not to threaten

staff members, get in their way, or constrain or interfere with program implementation. As

rapport develops, the process evaluator can use a more structured approach. At the outset,

the process evaluator should obtain an overview of how the work is going. He or she could

visit and observe centers of activity; review pertinent documents (especially the work plan,

budget, accounting reports, and minutes of meetings); attend staff meetings; and interview
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key participants. The evaluator then could prepare a brief report that summarizes the data

collection plan, findings, and observed issues. He or she should highlight existing or impending

implementation problems that the staff should address. The evaluator could then deliver this

report at a staff meeting.

The process evaluatormight invite the staff’s director to lead a discussion of the report. The

program team could then use the report for decision making as it sees fit. Also, the evaluator

could review plans for further data collection and the creation of the subsequent report with

the staff and ask them to react to the plan. Staff members could identify what information

they would find most useful at the next meeting. They could also suggest how the evaluator

could best collect certain items of information—for example, by using observations, staff-kept

diaries, interviews, or questionnaires. The evaluator should ask staff members when they could

best use the next evaluation report.

Using this feedback, the evaluator would schedule future feedback sessions. He or she

would modify the data collection plan as appropriate and proceed accordingly. The evaluator

should continually show that process evaluation helps staff members carry out their work

through a kind of quality assurance and ongoing problem-solving process. He or she should

also sustain the effort to document the program’s implementation and lessons learned for use

in the future summative evaluation report.

The evaluator should periodically report on how well the staff is carrying out the work

plan and integrating it into the surrounding environment. He or she should describe main

deviations from the plan, and should note variations in how different persons, groups, or sites

are carrying out the plan. He or she should also characterize and assess the ongoing planning

activity and record of expenditures.

Staff members use process evaluation information to guide activities, correct faulty plans,

andmaintain accountability records. Somemanagersuse regularly scheduledprocess evaluation

feedback sessions to keep staff members on their toes and abreast of their responsibilities.

Process evaluation records are useful for accountability, because funding agencies, policy

boards, and constituents typically want objective and substantive confirmation of whether

grantees did what they had proposed and expended allocated funds appropriately. Process

evaluations can also help external audiences learn what was done in an enterprise and at what

cost, in case they want to conduct a similar effort. Such information is also useful to new staff

members as part of their orientation to what has gone before. Moreover, process evaluation

information is vital for interpreting product evaluation results. One needs to learn what was

done in a program before deciding why program outcomes turned out as they did.

Over the years, the Evaluation Center at Western Michigan University has developed and

employed a procedure labeled the “traveling observer technique” (for example,Alexander, 1974;

Evers, 1980; Nowakowski, 1974). This techniquemost heavily addresses process evaluation data

requirements but, like other techniques, also provides data of use in context, input, and product

evaluation. In using the technique, the evaluator or head of the evaluation team selects and

engages an investigator—such as a sociologist, anthropologist, or advanced evaluation graduate

student—to carry out a well-defined traveling observer assignment. In such an assignment

the traveling observer collects particular process information as determined by the evaluator
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or head evaluator; gathers the assigned information, typically at several program field sites;

and performs other assigned tasks, such as scheduling and arranging for a team of experts

to visit program sites and assess the program’s effectiveness. Basically, the traveling observer

investigates and characterizes how the program’s staff members are carrying out the program

at the different program locations and then reports the findings to the evaluation’s director

and other evaluation team members, such as a site visit team of experts.

The traveling observer follows a set schedule of data collection and writes and delivers

reports according to preestablished formats and reporting specifications. Before entering

the field, the traveling observer develops a traveling observer handbook (Alexander, 1974;

Nowakowski, 1974; Reed, 1989; Sandberg, 1986; Sumida, 1994). With the head evaluator, he

or she tailors this evaluation tool to the evaluation’s questions. The handbook includes the

following parts:

• The traveling observer’s credentials

• Evaluation questions

• A description of the field sites and program activities

• Program contact personnel and telephone numbers

• Maps showing program locations

• Data sources suggested, including interviewees and pertinent documents

• Protocols for contacting field personnel and obtaining needed permissions and cooperation

• Rules concerning professional behavior expected

• Safeguards to help the traveling observer avoid co-optation by program staff

• Sampling plans, including both preset samples and exploratory grapevine sampling

• Recommended data collection procedures

• Data collection instruments

• The data collection schedule

• The daily log or diary format

• Rules for processing information and keeping it secure

• The audience for traveling observer feedback

• The reporting specifications and schedule, including guidelines for interim progress

reports, briefing sessions, and expense reports

• Criteria for judging traveling observer reports

• Rules about communicating and disseminating findings, including provisions for reporting

to those who supplied data for the traveling observer study

• Any responsibilities for scheduling and facilitating follow-up investigations (for example,

a site visit by a team of experts)

• Issues that may arise and what to do about them
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• A form for the traveling observer’s periodic self-assessment

• The budget to support the traveling observer’s work, including spending limitations and

reporting requirements

In an early application of this technique, the Evaluation Center sent out traveling observers

as advance persons to do initial investigations of two $5 million statewide National Science

Foundation programs (located in a state on the U.S. East Coast and a state on the U.S.

West Coast). The Evaluation Center assigned the traveling observers to prepare the way for

follow-up site visits by high-level teams composed of national experts in science, mathematics,

technology, evaluation, and education. Each program included many projects at many sites

across the state. The evaluation budget was insufficient to send the five-member teams of

high-priced experts to all the potentially important sites, so the center preprogrammed and

sent a traveling observer to study the program in each state. Each traveling observer spent

two weeks investigating the program and prepared a report that contained findings and a

tentative site visit agenda for the follow-up team of experts that would investigate the program.

The traveling observers also contacted program personnel to prepare them for the follow-up

visits and to ensure that they understood and supported the evaluation. On the first day of

each team’s site visit, the corresponding traveling observer distributed her or his report to

the team and explained the results. The traveling observers also oriented the teams to the

geography, politics, personalities, and other characteristics of each program. They presented

each team with a tentative site visit agenda and answered team members’ questions. The

traveling observers’ recommended plans for the site visit teams included sending different

members of the team to different program sites and hosting some whole-team meetings with

key program personnel.

During the week-long site visits, the traveling observers remained accessible by telephone

so they could help the site visit team members. At the end of this study, the center engaged

Michael Scriven to evaluate the evaluation. He reported that the traveling observer reports

were so informative that except for taking into account the credibility added by the na-

tional experts, the traveling observers could have evaluated the programs successfully without

the experts. Overall, the Evaluation Center has found that the traveling observer technique is

a powerful evaluation tool; it is systematic, flexible, efficient, and inexpensive. Its focal use is to

help evaluate a program’s implementation, but it sets traveling observer study in the context of

assessed needs, program structure, and outcomes. It also is useful in preparing for follow-up,

in-depth site visits.

Product Evaluation

The purpose of a product evaluation is to measure, interpret, and judge an enterprise’s

outcomes. Its main objective is to ascertain the extent to which the evaluand met the needs of

all the rightful beneficiaries. Feedback about outcomes is important bothduring an activity cycle

and at its conclusion. Product evaluators should assess intended and unintended outcomes

and positive and negative outcomes. Moreover, they often should extend product evaluation

to assess long-term outcomes.
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In conducting a product evaluation, the evaluator should gather and analyze stakeholders’

judgments of the program. Sometimes the product evaluation should include a comparison of

the effort’s outcomeswith those of similar enterprises. Frequently clients want to knowwhether

a program achieved its objectives and was worth the investment. If appropriate, evaluators

should interpret whether poor implementation of the work plan caused poor outcomes.

Finally, a product evaluation should usually view outcomes from several vantage points: in the

aggregate, for subgroups, and sometimes for individuals.

Product evaluations follow no set algorithm, and many methods are applicable. Evaluators

should use a combination of techniques. This aids them in making a comprehensive search for

outcomes. It also helps them cross-check the various findings.

To assess performance beyond objectives, evaluators need to search for unanticipated

outcomes, both positive and negative. They might conduct hearings or group interviews

to generate hypotheses about the full range of outcomes and follow these up with clinical

investigations intended to confirm or disconfirm the hypotheses. They might conduct case

studies of the experiences of a carefully selected sample of participants to obtain an in-depth

view of the program’s effects. They might survey, by telephone or mail, a sample of participants

to obtain their judgments of the program and their views of both positive and negative findings.

They might ask participants to submit concrete examples of how the program influenced

their work or well-being. These could be written pieces, other work products, or a new job

status. Theymight engage observers to identify programand comparison groups’ achievements.

They might also compare identified program achievements against a comprehensive checklist

of outcomes of similar programs. Also, they might compare recently assessed outcomes

with outcomes identified at one or more prior points in time. Trend analysis can be invaluable

when outcome variables have been measured repeatedly (for example, prior to, during, and

after a period of intervention).

An evaluator might conduct a goal-free evaluation (Scriven, 1991), whereby he or she

engages an investigator to find whatever effects an intervention is producing or has produced,

not just those associated with the program’s goals. The evaluator informs the goal-free

investigator of the identity of the targeted beneficiaries and the environment in which the

programoperates, but purposely prevents the goal-free investigator from learning theprogram’s

goals. The point is to keep the goal-free investigator from developing tunnel vision focused

on stated goals. The goal-free investigator searches through the program’s environment to

identify what the program is actually doing and what outcomes are evident. He or she also

assesses the needs of the program’s targeted beneficiaries. In analyzing the findings of the

goal-free evaluation, the evaluator compares the identified outcomes to the assessed needs of

beneficiaries and draws conclusions about the program’s effectiveness. The goal-free evaluation

technique provides evaluators and clients with a unique approach to assessing an intervention’s

value, whatever its goals. The technique is especially powerful for uncovering a program’s side

effects. So long as the lead evaluator keeps the goal-free study separate from other parts of the

involved program evaluation, it is permissible and often useful simultaneously to conduct both

goal-free and goals-based evaluations and subsequently to compare their results.



Trim size: 7in x 9.25inStufflebeam c13.tex V2 - 09/01/2014 11:13am Page 331

DELINEATION OF THE CIPP CATEGORIES AND RELEVANT PROCEDURES 331

Reporting of product evaluation findings may occur at different stages. Evaluators may

submit interim reports during each program cycle. These should show the extent to which

the intervention is addressing and meeting targeted needs. End-of-cycle reports may sum

up the results achieved. Such reports should offer an interpretation of the results in light of

assessed needs, costs incurred, and execution of the plan. Evaluators may also submit follow-up

reports to assess long-term outcomes. In such reports, evaluators might provide analysis of the

results in the aggregate, for subgroups, and for individuals.

People use product evaluations to decide whether a given program, project, service, or

other enterprise is worth continuing, repeating, or extending to other settings. A product

evaluation also should provide direction for modifying the enterprise or replacing it so that

the institution will more cost-effectively serve the needs of all targeted beneficiaries. Of

course, it should help potential adopters decide whether the approach merits their serious

consideration. Product evaluations have psychological implications, because by showing signs

of growth or superiority to competing approaches, they reinforce the efforts of both staff and

program recipients; or they may dampen enthusiasm and reduce motivation when the results

are poor.

In regard to the latter point, evaluators should not publicly release product evaluation

findings too soon. A program requires time to achieve results for which it should be held

accountable. Premature release of a product evaluation report might unjustly discourage conti-

nuation of the program because no positive results were found. If a public report containing

product evaluation findings is delayed for a reasonable amount of time, the evaluator might

discover late-blooming, important outcomes that would support continuation of the program.

Also, an evaluator can stifle program staff members’ creativity by being overzealous in

conducting and reporting on a product evaluation during a program’s exploratory stage.

Of course, the evaluator can respond appropriately to staff requests for ongoing formative

product evaluation findings; usually such early interim results should be shared only with

the program’s staff members as an aid to their quest for success. Rules of thumb are that

evaluators should be low key in conducting a product evaluation early in a program and

should not report product evaluation findings to anyone beyond the program staff until they

have had ample time to install and stabilize procedural plans. The evaluator should distribute

product evaluation findings to right-to-know audiences after the program has had a fair

chance to mature and produce its outcomes. Clearly, evaluators need to exercise professional

judgment and discretion in deciding matters of conducting and reporting product evaluation

findings.

Finally, product evaluation information is an essential component of an accountability

report. When authorities document significant achievements, they can better convince com-

munity and funding organizations to provide additional financial and political support. If

authorities learn that the intervention made no important gains, they can cancel the invest-

ment. This frees up funds for worthy interventions. Moreover, other developers can use the

product evaluation report to help decide whether it is appropriate to pursue a similar course

of action.
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Use of the CIPPModel as a Systems Strategy for Improvement

The CIPP model is a social systems approach to evaluation. A social system is an interre-

lated set of activities that function together to fulfill a mission and achieve defined goals

within a certain context. Within this view, evaluation appropriately promotes and assists

with goal achievement and ongoing program improvement. The model opposes the view

that evaluations should typically be one-shot investigations, should be conducted solely by

evaluators, or should be merely instruments of accountability for externally funded programs.

Instead, it treats evaluation as a tool by which evaluators, in concert with stakeholders,

can help programs, projects, and other services perform better for the beneficiaries. Fun-

damentally the model is designed to promote growth. Optimally, a CIPP evaluation is a

sustained, ongoing effort to help an organization’s leaders and staff obtain, organize, and use

feedback systematically to validate goals, meet the targeted needs of beneficiaries, and pass

accountability examinations.

The flowchart in Figure 13.2 displays the CIPP model’s systems orientation. To explain

and illustrate this flowchart, we will discuss evaluation in the hypothetical context of a social

ministries committee’s efforts to meet the needs of foster care youths in its geographical area.

The committee includes representatives from area churches and has a long-standing, positive

record of providing foster care children and families with support. Recently, however, this

committee conducted a context evaluation to determine whether certain needs of foster care

children were being met. This context evaluation activity in general is represented in the upper

left-hand corner of Figure 13.2.

On reviewing a published national report on older foster care children, the committee

became concerned that area eighteen- and nineteen-year-old youths probably were vulnerable

to serious culture shock when they left the area’s foster care system. Study of such youths in the

local area uncovered startling facts. Over the five years after leaving their foster care families,

about 40 percent of the area’s foster teenagers soon became homeless, suffered emotional

breakdowns, or committed crimes and were incarcerated. The committee found further that

these older youths often needed, but did not receive, assistance in securing shelter, clothing,

food, employment, further education, health care, and psychological and emotional support.

Amain reason for such unmet needs was that once a foster youth turns eighteen, foster parents

receive no further financial assistance. Consequently, many of them are unable or unwilling

to continue housing the youth. Subsequently, many eighteen-year-old foster care youths are

abruptly turned out of their foster care home. They are not ready to fend for themselves

and encounter serious difficulties. Regrettably, they have nowhere to belong. Based on these

context evaluation findings, the committee decided to mount a program for the area’s older

foster youths called Transition from Foster Care to Productive Adult Life.

In planning the program, the committee consulted local community agencies and service

groups to ascertain whether they already possessed some appropriate and available compre-

hensive support strategy that the church group could get funded and then immediately install.

They found no such strategy. Therefore, with the assistance of a volunteer evaluation specialist,

the church committee proceeded to plan and conduct an input evaluation aimed at identifying
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and rating the relevance and feasibility of alternative ways to serve youths who are exiting the

foster care system. The evaluator emphasized that development of competing proposals would

stimulate creativity and identify an appropriately broad range of problem-solving strategies.

This input evaluation began with a review of the relevant literature and queries to state

and local support organizations with some experience in managing or assisting with foster

care. The committee conducted focus groups, meetings at area organizations, interviews with

a wide range of community personnel, and a community-wide conference to investigate the

issue. Those providing information and deliberating were from the local foster care agency,

Habitat for Humanity, area courts, law enforcement, city management, churches, a community

foundation, the Salvation Army, a local hospital, and a university. These sources also included

former foster care parents and children and military recruiters. The respondents were asked to

give their perceptions of the needs and problems of this group of youths and to identify ways

they thought area groups could respond effectively.

The volunteer evaluator next organized the social ministries committee into two proposal-

writing groups and supplemented each group with additional volunteers from the community.

Each groupwas given the assignment of using the information obtained so far to write a plan for

addressing the identified needs of the subject foster care youth. Criteria for developing and eva-

luating the proposals were drawn from the needs and problems identified in the context evalua-

tion and from criteria for funding proposals fromprospective funding organizations. In general,

these criteria addressed such topics as responsiveness to thedefinedneeds andproblemsof older

foster care youths; goals for the foster care intervention; consistency with relevant research on

children and youth; compatibility with the community’s existing foster care support system;

availability of committed volunteers; cost of development; long-term affordability; acceptability

to foster care youths; the potential benefits to the local community and economy of helping

foster care youth become productive, self-actualized citizens; inclusion of formative and sum-

mative evaluationplans; and responsiveness to anyuniqueproposal requirements of prospective

fundingorganizations.Eachteamwasalsogivenanoutlineofpoints tobe includedin itsproposal.

On completion of the proposals, the evaluator convened and chaired a group of area

persons concerned and knowledgeable about the foster care issue. This group evaluated the

alternative proposals against the prescribed criteria, identified the strongest parts of each

proposal, and recommended how these might be merged into an overall plan. The group made

recommendations about how the merged plan could be used to develop different proposals for

different funding organizations.

Using the results of this input evaluation, the committee developed the overall program

plan. It included a resource center where youths could obtain clothing, bedding, kitchen

utensils, and other housewares; a program to recruit, train, and engage community members

to serve as mentors to the youths; a committee of local business representatives to help youths

find jobs; a committee of local health care professionals to help youths receive needed health

care; a scholarship program to help qualified youths pursue further education; a support group

with regular meetings at which youths could share and address their problems and develop life

skills; screened and approved host families to rent rooms to youths; and the development and

ongoing support of several supervised independent-living group homes.
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The committee subsequently contacted area churches, community service groups, colleges

and universities, Habitat for Humanity, Big Brothers–Big Sisters, hospitals, local media, and

several prospective funding organizations for financial and other kinds of assistance. The

committee informed these parties about the context evaluation and input evaluation findings

and summarized the resulting program plan. Following discussions with these groups, the

committee wrote and submitted specific funding proposals and requests for assistance in

keeping with the overall plan and the parts of the work that the different funding and other

groups found to be within their targeted areas of support or involvement. Subsequently, the

social ministries committee received several grants and other kinds of support and proceeded

to oversee and help implement the overall program and each of its parts.

Fortunately, the volunteer evaluator had convinced the committee to build continuing

evaluation into its plans. Accordingly, the evaluator continued to support the committee’s work

by coordinating and assisting with both process and product evaluations. The legwork in these

evaluations was done by community volunteers and university graduate students, who with the

volunteer evaluator became the effort’s evaluation team. At monthly meetings, the evaluation

team presented the committee with process evaluation reports focused on how well each part

of the Transition from Foster Care to Productive Adult Life program was being carried out.

Periodically they presented product evaluation findings that focused on the overall program’s

successes and failures with individual youths and groups of youths and on the success and

cost-effectiveness of each part of the program. In particular, they compared the identified

outcomes to the needs and problems found in the original context evaluation. The committee

used the feedback to gauge the success of the program and each component, solve emergent

problems, adjust plans, carry on with the work, write new proposals, and seek additional

funding and other forms of support.

At appropriate intervals, the committee compiled evaluation results and presented them

to its support groups. Key issues addressed were whether the program and its individual

components were succeeding and whether its long-term implementation was warranted and

sustainable. The results proved to be positive and indicative of the program’s viability for

the long term. All the support organizations were convinced of the program’s value and

helped the committee establish an ongoing, stable base of monetary and nonmonetary support.

Based on the valuable contribution of evaluation to this effort, the committee wisely decided

to continue its context evaluation surveillance of the needs of older foster care youth, to

conduct additional input evaluations as needed and the associated proposal writing, and also

to continue the process and product evaluations of the installed interventions. Clearly, credit

for this improvement effort’s success belongs to the charitable, sustained work of the foster

care volunteers; however, it is also clear that systematic evaluation provided them with an

invaluable aid to effectively identifying and addressing the needs of the foster care youth.

Summary

CIPP is an acronym that denotes the CIPP model’s four core types of evaluation. In context

evaluations, evaluators assess needs, problems, opportunities, and assets as bases for setting

and judging goals and priorities. In input evaluations, evaluators identify and assess alternative
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approaches and plans for meeting assessed needs and achieving defined goals. In process

evaluations, evaluators monitor, document, and provide feedback for strengthening program

implementation. In product evaluations, evaluators identify and assess both intended and

unintended outcomes—positive as well as negative. Themodel is configured for both formative

use in developing and conducting programs and summative use in judging completed programs

and meeting accountability requirements.

The CIPP model originally was developed because school districts across the nation

needed to effectively address evaluation and accountability requirements of federal programs

for reforming education and because such traditional methods as objectives-based evaluation,

experimental design, and standardized achievement testing proved inappropriate to the

evaluation task. In general, the CIPP model is configured to enable and guide comprehensive,

systematic examination of social and educational programs that occur in the dynamic, septic

conditions of the real world. Themodel’smain orientation is toward helping those who sponsor

and conduct programs to obtain and use systematic evaluative feedback as an effective aid to

continual program improvement. Since its creation, the model has been further developed and

adapted; it has been applied in virtually all disciplines and service areas and across the world;

and it has been applied to evaluations of a wide range of objects beyond programs, including

organizations, personnel, equipment, materials, policies, and evaluations.

The CIPP model defines evaluation, generally, as the systematic investigation of some

object’s value and, operationally, as the process of delineating, obtaining, reporting, and

applying descriptive and judgmental information about an object’s value, as defined by such

criteria as quality, worth, probity, equity, feasibility, cost, efficiency, safety, and significance.

Themodel is grounded in an objectivist quest for clear, unambiguous answers. It subscribes

to the values of a free, democratic society. It stresses that evaluation’s most important purpose

is not only to prove but to improve. It provides for equitable, meaningful engagement

of stakeholders in the evaluation process. It offers a template for organizations to use

in institutionalizing and mainstreaming systematic evaluation. It employs a wide range of

quantitative andqualitativemethods—includingarchival investigation, logicmodels, checklists,

rating scales, interviews, questionnaires, standardized tests, advocate teams, traveling and

resident observers, photographic records, focus groups, time-series studies, experimental

design, cost-effectiveness studies, content analysis, effect parameter analysis, significance tests,

and goal-free evaluation—and calls for triangulation of information. Fundamentally, themodel

requires that evaluations be guided and assessed against the professionally defined standards

of utility, feasibility, propriety, accuracy, and evaluation accountability.

The model portrays evaluation as essential to societal progress and the well-being of

individuals and groups. It embodies the contention that societal groups cannot make their

programs, services, and products better unless they learn where these are weak and strong.

They cannot convince consumers to buy or support their services and products unless their

claims about the value of these services are valid and honestly reported. Institutional personnel

cannot meet all of their institution’s evaluation needs if they do not both contract for external

evaluations and also build and apply capacity to conduct internal evaluations. Evaluators
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cannot defend their evaluative conclusions unless they key them to both sound information and

clear, defensible values. Moreover, internal and external evaluators cannot maintain credibility

for their evaluations if they do not subject them to metaevaluations against appropriate

standards. The CIPP model is supported by an extensive theoretical and pragmatic literature.

REVIEWQUESTIONS

1. Why and how was the CIPP model developed?

2. What are the similarities and differences between the concepts of needs assessment and

context evaluation?

3. What is the essential meaning of input evaluation, and what are at least two illustrations

of its use?

4. What is the relationship between the concepts of context, input, process, and product

evaluations and the concepts of formative and summative evaluations?

5. What are examples of the use of process evaluations for formative and summative

purposes?

6. What is the traveling observer technique, how is it applied within the framework of the

CIPP model, and what are advantages of using the approach?

7. What is meant by the CIPP model’s objectivist orientation?

8. What is the role of values in the CIPP model, and how are these identified and applied?

9. What is the advocate teams technique, and what is an illustration of its use in an input

evaluation?

10. What is meant by the claim that the CIPP model is a social systems approach to evaluation,

and what is the value of this orientation?

Group Exercises

Exercise 1

The CIPP model operationally defines evaluation as the process of delineating, obtaining,

reporting, and applying descriptive and judgmental information about an object’s value, as

defined by such criteria as quality, worth, probity, equity, feasibility, cost, efficiency, safety, and

significance. All of this is done to guide decision making; support accountability; disseminate

effective practices; increase understanding of the involved phenomena; and, as appropriate,

make decision makers, stakeholders, and consumers aware of evaluands that proved unworthy

of further use. How does implementation of this definition and description satisfy the 2011

Joint Committee standards’ requirement that evaluations meet conditions of utility, feasibility,

propriety, accuracy, and evaluation accountability?
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Exercise 2

Suppose you were asked to conduct a product evaluation of a state’s long-standing policy to

prohibit smoking in public buildings. What might you look at within the product evaluation’s

subparts of reach to the targeted beneficiaries, effectiveness, sustainability, and transportability?

Identify the different techniques you would choose to employ in the four subparts of the

evaluation. Then give a justification for using each of the techniques.

Exercise 3

Suppose you have agreed to serve as a traveling observer in a program evaluation. Your

assignment basically is to conduct a process evaluation of a university’s two-week summer

camp for eleventh- and twelfth-grade cheerleaders from ten area high schools. Before beginning

the traveling observer assignment, you will need to develop the traveling observer handbook

you will use to guide your evaluation fieldwork. To develop the handbook, you must first get

the evaluator who selected you to clarify your traveling observer assignment. List the questions

pertaining to clarification of your traveling observer assignment that you would address to the

evaluator who engaged you.

Exercise 4

Using the same evaluation example as that in exercise 3, do the following:

• Make a case for employing goal-free evaluation methodology to help conduct a product

evaluation of the cheerleading summer camp.

• List criteria for selecting an evaluator to conduct the goal-free evaluation.

• Write specifications for conducting the goal-free evaluation.

• Discuss whether the product evaluation could appropriately include a goals-based evalua-

tion as well as the goal-free study, and if so, under what circumstances.
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CHAPTER 14

MICHAEL SCRIVEN’S CONSUMER-ORIENTED

APPROACH TO EVALUATION

LEARNING OBJECTIVES

In this chapter you will learn

about the following:

• Michael Scriven’s basic orientation to

and definition of evaluation

• Scriven’s critical appraisal of

objectives-based and formative

approaches to evaluation

• Scriven’s 1983 attack on prevailing

evaluation ideologies and associated

methodological suggestions

• Key evaluation concepts of the

consumer-oriented approach to

evaluation, including formative and

summative roles, needs assessment,

goal-free evaluation, ascriptive

evaluation, and metaevaluation

• Scriven’s breakout of evaluation’s

basic acts into scoring, ranking,

grading, and apportioning

• Scriven’s recommended evaluation

tools, including his Key Evaluation

Checklist

• Scriven’s recommended avenues to

making defensible causal inferences

• Scriven’s argument that evaluation is

a self-referent discipline requiring all

evaluators to self-assess and also

obtain evaluations of their work

• Scriven’s view of the three revolutions

in evaluation

Overview of Scriven’s Contributions
to Evaluation

Scriven has sharply criticized several widely endorsed eval-

uation ideologies, including one that focuses on achieving

the developer’s objectives rather than meeting consumers’

needs and one that portrays evaluation as value-free social

science. He has proposed a rich array of concepts and

methods designed to move evaluation from its objectives-

based orientation to one keyed to assessed needs and

societal ideals.

Moreover, he has characterized evaluation as a vital

transdiscipline (that is, a discipline that provides other

disciplines with services or tools) that inheres in all disci-

plined intellectual and practical endeavors and as one that

needs to be developed and maintained as a discipline in

its own right. He has called on evaluation theorists, educa-

tors, and practitioners to take necessary steps to advance

their field in all of its important dimensions so that it can

be applied meaningfully, competently, and systematically

across the full range of societal enterprises.

Consistent with this interest, Scriven previously

directed Western Michigan University’s Interdisciplinary

PhD in Evaluation (IDPE) program, which was designed

by Daniel Stufflebeam in 2002, was directed by E. Jane

Davidson from 2003 to 2004, was directed by Scriven from

2004 through 2007, and currently is being directed by

Chris Coryn. The IDPE program is a collaborative effort

between the Colleges of Arts and Sciences, Education

and Human Development, Engineering and Applied

Sciences, Health and Human Services, and the Evaluation
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Center to engage professors and recruit students from the full range of disciplinary

backgrounds. The program prepares students to apply evaluation theory, methods, and

practices across diverse disciplinary and service areas and to contribute to the development of

evaluation as a recognized, respected transdiscipline (also see Coryn, Stufflebeam, Davidson, &

Scriven, 2010). Along these lines, Scriven, along with Davidson, Coryn, and Daniela Schröter,

founded the open-access Journal of MultiDisciplinary Evaluation (JMDE) in 2004—available

at www.jmde.com—which is jointly sponsored by the IDPE program and the Evaluation

Center. Since publication of its first issue, JMDE has attracted nearly six thousand subscribers

in more than one hundred countries throughout the world, and papers published in the

journal have been cited widely.

Scriven has many conceptual contributions to his credit (Scriven, 1974, 1991, 1993)—for

example, formative evaluation, summative evaluation, ascriptive evaluation, metaevaluation,

and goal-free evaluation. The most prominent of these are the concepts of formative and

summative evaluation.

Summative evaluation enables consumers to decide whether a developed product or

service—refined by the use of the evaluation process in its first, formative role—represents a

sufficiently significant advance over the available alternatives to justify its purchase and use.

Formative evaluation is mainly a proactive process for assessing and guiding the clarification

of goals and implementation of plans.

Scriven (2007) has identified the keymethods of evaluation as scoring, ranking, grading, and

apportioning, and has noted that the logic of evaluation involves gathering and summarizing

facts; collecting, clarifying, and verifying relevant values and standards; and synthesizing

evidence and values into evaluative conclusions (also see Chapter 2). Although he sees

experimental design as a valuable evaluation tool, he notes that this is only one of a range

of methods for reaching defensible conclusions about cause and effect (Scriven, 2005a,

2009a). He has developed and continues to refine a practical tool—the Key Evaluation

Checklist (KEC)—for applying his unique evaluation approach; the checklist can be retrieved

from www.wmich.edu/evalctr/checklists. (Davidson [2005] has distilled Scriven’s KEC into a

pragmatic, step-by-step methodology.)

Beyond conceptual andmethodological developments, since the 1970s Scriven has exerted

strong, visionary leadership in helping to establish, organize, and administer professional eval-

uation organizations. These include the Evaluation Network (a professional society established

in the late 1960s [see Chapter 1] and dedicated to improving training in evaluation) and

subsequently, in 1986, the broader-gauge organization into which the Evaluation Network and

Evaluation Research Society eventually evolved: the American Evaluation Association (AEA).

In 2010 he established the Faster Forward Fund (3F) aimed at financing and fostering efforts

to accelerate needed theoretical and methodological developments in the evaluation discipline

(Scriven, 2011d). As explained in this book’s concluding section, in providing an orientation

for 3F, Scriven (2011a) reviewed past and in-progress revolutions in evaluation and pointed the

way to a third needed revolution.

Clearly, as the thumbnail sketches just given show, for over forty years Scriven has been

one of the evaluation field’s most creative, productive, and influential iconoclasts (Heberger,

Christie, & Alkin, 2010; Stufflebeam, 2013).

http://www.jmde.com%E2%80%94which
http://www.wmich.edu/evalctr/checklists
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Scriven’s Background

Scriven is a philosopher of science and an expert in critical thinking. He was born in

England and raised in Australia. He earned his bachelor’s degree in mathematics and his

master’s degree in applied mathematics and symbolic logic at the University of Melbourne.

Subsequently, he completed his PhD in philosophy of science at Oxford University. He has

served at ten universities in Australia, New Zealand, and the United States. From 2004 to 2007

he was professor of philosophy and associate director of the Evaluation Center at Western

Michigan University as well as director of the IDPE program. Currently he holds a professorial

appointment at Claremont Graduate University. The foundations of Scriven’s evaluation

approach are described in the book Evaluation Roots (Scriven, 2004b, 2013).

Scriven’s Basic Orientation to Evaluation

Wechose to refer to Scriven’s approach as “consumer-oriented” evaluation so as to characterize

his basic pragmatic orientation to addressing consumers’ needs through evaluation. In an

audiotape prepared for the American Educational Research Association (1969a), he stated

that the proper role of the evaluator is that of “an enlightened surrogate consumer.” In this role,

the evaluator serves as an informed social conscience. Such service, he said, is the “foundation

stone of professional ethics in evaluation work.” Accordingly, evaluators armed with skills in

obtaining pertinent and accurate information and with a deeply reasoned view of ethics and

the common good should help professionals produce products and services that are of high

quality, are best buys for consumers, and are in service to humankind. They also should help

consumers identify and assess the merit, worth, and wide-ranging significance of alternative

goods and services.

Scriven’s practical approach to evaluation in general calls for identifying and ranking

alternative programs and products that are available to consumers, based on the options’

relative costs and effects and in consideration of the assessed needs of consumers and the

broader society. He often has identified the magazine Consumer Reports as exemplary of

what professional evaluation should contribute, although in his piece on product evaluation

discussed later in this chapter (Scriven, 1994d), he criticized Consumers Union (publisher of

Consumer Reports) for what he saw as a lowering of its technical standards and relaxation of

its independence from commercial interests.

Scriven’s Definition of Evaluation

According to Scriven (1991), “Evaluation is the process of determining the merit, worth and

value of things, and evaluations are the products of that process” (p. 1). He has empha-

sized that evaluators must be able to arrive at defensible value judgments—or evaluative

conclusions—rather than simply to measure things or determine whether goals have been

achieved. Instead of accepting a developer’s goals as givens, an evaluator, according to Scriven,

must judge whether achievement of preordinate goals would contribute to the welfare of

consumers. Regardless of goals, an evaluator must identify outcomes and assess their value
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from the perspective of consumers’ needs. Scriven (1973, 1974) advanced this position when

he introduced the concept of goal-free evaluation, which entails a search for all effects of a

program, irrespective of its goals.

Over the years, Scriven’s suggested definition of evaluation has evolved, but its basic

message has remained the same. In his classic 1967 article, “The Methodology of Evaluation,”

he defined evaluation as a methodological activity that

consists simply in the gathering and combining of performance data with a weighted set of

goal scales to yield either comparative or numerical ratings, and in the justification of (1)

the data-gathering instruments, (2) the weighting, and (3) the selection of goals. (p. 40)

Although Scriven (1993) has urged evaluators to systematically determine the worth or

merit of something,more recentlyhehas added significance to thesebottom-line criteria, stating

that “one of the most important questions professional evaluators should regularly consider

is the extent to which evaluation has made a contribution to the welfare of humankind, and,

more generally, to the welfare of the planet we inhabit” (2004b, p. 183).

In discussing with Scriven the thrust of his definition of evaluation, we often have heard

him say that evaluations are best executed by engaging an independent evaluator to render

a judgment of some object based on the accumulated evidence about how it compares with

competing objects in meeting the assessed needs of consumers. According to this view,

evaluation is preferably comparative; by implication, it involves looking at comparative costs as

well as benefits, and at how best to meet the needs of consumers; optimally, it is a professional

activity involving systematic procedures; it should be conducted as objectively as possible and

often by an independent evaluator; and it must culminate in judgments.We also note, however,

that Scriven sees evaluation as a self-referent activity in which evaluators must evaluate their

own work as well as obtain independent assessments of their evaluations (Scriven, 1991, 1993,

2007, 2009b).

Critique of Other Persuasions

Scriven has sharply criticized other views of evaluation and has used his critical analysis to

extend his own position. He has charged that the Tylerian tradition (Scriven, 1991, 1993;

Tyler, 1942), which sees evaluation as determining whether objectives have been achieved,

is fundamentally flawed in that it is essentially value-free (meaning that the evaluator rather

uncritically accepts the developer’s values as reflected in stated goals and, based on unvalidated

goals, makes claims or conclusions about something’s quality or value that are not objectively

defensible). He has argued that this approach is potentially invalid, because a developer’s

goals may be immoral, unrealistic, unrepresentative of the assessed needs of consumers,

mainly in the developer’s interest, or too narrow to encompass possibly crucial side effects.

Instead of using goals to guide and judge effects, according to Scriven, evaluators should

judge goals and not be constrained by them in the search for outcomes. Whether or not a

program has been guided by meritorious goals, he believes, evaluators should search out all



Trim size: 7in x 9.25inStufflebeam c14.tex V2 - 08/06/2014 8:19am Page 345

FORMATIVE AND SUMMATIVE EVALUATION 345

of the results of a program (direct, indirect, intended, unintended, positive, and negative);

assess the needs of consumers; and use both sets of assessments (that is, program results

and consumer needs) to arrive at conclusions about the merit, worth, and significance of the

program.

Scriven also took issue with the advice offered by Cronbach (1963), who criticized the

prevalent practice of evaluating educational programs by using norm-referenced tests to

compare the performance of experimental and control groups and had counseled the use

of a more developmentally oriented approach. Cronbach advised against exclusive use of

comparative experimental designs, suggesting that a variety of measures should be used

to study a particular program while it is being developed and that the results should be used to

help guide the program’s development. In analyzing achievement test data, Cronbach preferred

item analysis to help diagnose teaching and learning deficiencies to themore customary norms-

based analysis of total test scores. Scriven argued that this advice by Cronbach clouded the

important distinction between the goal and roles of evaluation and, in fact, tended to equate

evaluation with only one of its roles—that is, the formative one. Building on this critique,

Scriven extended his view of evaluation in his 1967 article, in which he introduced the terms

formative evaluation and summative evaluation. Cronbach (1963) clearly played an important

part in identifying the concepts of formative and summative evaluation, to which Scriven

applied labels that have stood the test of time.

Formative and Summative Evaluation

In his 1967 article, Scriven argued that the evaluator’s main responsibility is to make informed

judgments. He emphasized that the goal of evaluation is always the same: to judge value.

But, he continued, the roles of evaluation are enormously varied. They may “form part of

a teacher-training activity, of the process of curriculum development, of a field experiment

connected with the improvement of learning theory, [or] of an investigation preliminary to a

decision about the purchase or rejection of materials” (pp. 40–41). He reasoned that the failure

to distinguish between the goal of evaluation (to judge the value of something) and its roles

(corresponding to constructive uses of evaluative information) has led to the dilution of what

is called “evaluation” so that it no longer achieves its goal of assessing value. In other words,

he said, evaluators, in trying to help improve programs, too often become co-opted and fail to

judge the quality, value, and/or significance of programs. For Scriven, evaluation must provide

an objective assessment of value.

With the paramount importance of the goal of evaluation firmly established, Scriven (1991,

1993, 1996) proceeded to analyze the roles of evaluation. He cited twomain roles: formative, to

assist in developing a program or other object, and summative, to assess the object’s value once

it has been developed.We note that it is not the nature of collected information that determines

whether an evaluation is formative or summative but how it is used. If the information is used

to guide development, the evaluation is formative. If it is used to sum up the value of something,

the evaluation is summative. In these respects, the same data may be used for either formative

or summative evaluation.
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Evaluation in its formative application is an integral part of the development process.

It provides continual feedback to assist in planning, developing, and delivering a program

or service. In curriculum development, it addresses questions about content validity, the

vocabulary level, usability, appropriateness of media, durability of materials, efficiency, staffing,

and other matters. In classrooms, it may entail close and continuing assessment of teaching

acts and each student’s progress, with feedback used to strengthen both teaching and learning.

In general, formative evaluation is done to help persons improve whatever they are developing,

operating, or delivering.

In the summative role, evaluation

may serve to enable administrators to decidewhether the entire finished curriculum, refined

by the use of the evaluation process in its first (formative) role, represents a sufficiently

significant advance on the available alternatives to justify the expense of adoption by a

school system. (Scriven, 1967, pp. 41–42)

Usually an external evaluator should perform a summative evaluation to enhance objec-

tivity, and the findings should be made public. The summative evaluator searches for all

effects of the object and examines them against the assessed needs of relevant consumers.

He or she compares the costs and effects of the object to those of what Scriven has called

“critical competitors,” especially ones that might be less expensive and equally effective. In

case the audience might be predisposed only to judge outcomes against the developer’s goals,

the summative evaluator provides judgments about the extent to which the goals validly

reflect assessed needs. Overall, summative evaluation serves consumers by providing them

with independent assessments that compare the merit, worth, and significance of competing

programs or products.

Recently Scriven (2004a, 2004b) added a third major role of evaluations, labeled ascriptive

evaluation. He identified ascriptive evaluations as not connected to a development process. An

example that occurs to us is that a historian might conduct a retrospective evaluation of Henry

Kaiser’s use of competition between his California and Oregon factories, which miraculously

decreased the production time of warships during World War II. This historian’s evaluation

would not be usable for improving Kaiser’s employment of competition in the shipbuilding

process (the formative role) or advising anyone about whether to purchase ships that Kaiser

developed (the summative role). However, the historian’s evaluation could yield an interesting

analysis and judgment of Kaiser’s use of competition in shipbuilding. In general, the same

central logic of ascriptive evaluation applies to numerous other evaluative endeavors as well

(Coryn & Scriven, 2008; Scriven & Coryn, 2008).

Althoughwe have strained to illustrate Scriven’s definition of ascriptive evaluation through

this example, we think summative evaluation adequately covers this and other such examples.

This is especially so if one espouses Scriven’s original definitions of formative and summative

evaluations as denoting uses of information rather than what information is collected and why,

how, where, and when it is collected. We therefore think the term ascriptive evaluationmight

prove to be superfluous and disappear from the lexicon of evaluation concepts.



Trim size: 7in x 9.25inStufflebeam c14.tex V2 - 08/06/2014 8:19am Page 347

GOAL-FREE EVALUATION 347

Amateur Versus Professional Evaluation

Scriven (1967) prefers, in the early stages of development, what he refers to as “amateur

evaluation” (self-evaluation by persons with minimal evaluation expertise) over “professional

evaluation.” Developers, when they serve as their own evaluators, may be somewhat unsys-

tematic and subjective; but they are also supportive, nonthreatening, dedicated to producing a

success, and tolerant of vague objectives and exploratory development procedures. They are

therefore unlikely to stifle creativity early on. Professional evaluators, if involved too early, may

“dampen the creative fires of a productive group” (Scriven, 1967, p. 45); slow the development

process by urging that objectives be clarified; or lose their objective perspective by becoming too

closely aligned with the production effort, among other considerations. Professional evaluators

are needed, however, to perform both formative and summative evaluations during the later

stages of development.

Both formative and summative evaluations require high-level technical skills andobjectivity

seldompossessedbypersonson thedevelopment staffwhoarenot specially trained in the theory

and methodology of evaluation. Scriven (1991, 1993) has recommended that a professional

evaluator be included on the development staff to perform formative evaluation, and he has

often advised that external professional evaluators be commissioned to conduct and report on

summative evaluations.

Intrinsic and Payoff Evaluation

Scriven (1967, 1996) has distinguished between intrinsic evaluation and payoff evaluation.

In intrinsic evaluations, evaluators appraise the qualities of a program, textbook, theory, or

other object, regardless of its effects on users, by assessing such features as goals, structure,

methodology, qualifications and attitudes of staff, facilities, public credibility, and past record.

In payoff evaluations, evaluators are concerned notwith the nature of the object, but ratherwith

its effects on users. Such effects might pertain to test scores, job acquisition, job performance,

or health status. Scriven acknowledged the importance of intrinsic evaluation, but emphasized

that one must also determine and judge outcomes, because causal links between process and

outcome variables are rarely, if ever, known for certain. He explained that both types can

contribute to either formative or summative roles. He has often criticized accrediting boards

for their preference for intrinsic criteria, such as the number of books in an institution’s library,

upkeep of facilities, and staff credentials and reputation, on the one hand, and their relative

inattention to outcome variables, such as job success of graduates, on the other.

Goal-Free Evaluation

In yet anothermove against thewidespread preoccupationwith goals-based evaluation, Scriven

(1973, 1974) introduced a counterproposal: goal-free evaluation. According to this approach,

the evaluator purposely remains ignorant of a program’s stated goals and searches for all effects

of a program regardless of its developer’s objectives. There are no side effects to examine,
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because data about all effects, whatever a program’s intent, are equally admissible. If a program

is doing what it is supposed to do, then the evaluation should confirm this, but a goal-free

evaluator also will be more likely to uncover unanticipated effects that a goals-based evaluator

might miss because of his or her preoccupation with stated goals. Scriven (1991, 2007) has

said that goal-free evaluation is reversible and complementary: one can start out using the

goal-free approach to search for all effects and then shift to the goals-based approach to ensure

that the evaluation helps determine whether goals were achieved, or both types of evaluation

can be conducted simultaneously by different evaluators. Advantages of goal-free evaluation,

according to Scriven (1973, 1974), are that it is less intrusive than goals-based evaluation; more

adaptable tomidstream goal shifts; better at finding side effects; less prone to social, perceptual,

and cognitive biases; more professionally challenging; and more equitable in considering a

wide range of values.

Goal-free evaluation is an innovative approach that is helpful in implementing the

consumer-oriented approach to evaluation. In our evaluation practice, we have found that

goal-free evaluation provides important supplementary information, expands the sources of

evaluative information, is especially good in turning up unexpected findings, is a relatively

low-cost procedure, and is welcomed and appreciated by clients (for example, Coryn, Schröter,

Youker, & Bakerson, 2006; Schröter, Coryn, & Youker, 2006; Stufflebeam, Gullickson, &

Wingate, 2002). Even so, some, including Patton (1997), among others (also see Shadish,

Cook, & Leviton, 1991), have questioned the central premise of goal-free evaluation, and have

sometimes referred to the approach as “goal-less” evaluation.

Needs Assessment

One challenge in using goal-free evaluation concerns how to judge an object’s value based

on the study’s findings. If outcomes are identified without reference to what one is trying to

accomplish, then how can one sort out desirable from undesirable consequences? Scriven’s

answer (1991, 1993, 2007) is that one must compare the observed outcomes to the assessed

needs of the consumers. But if a need is a discrepancy between something real and something

ideal, and if an ideal is a goal, then aren’t needs assessments goals based, and, therefore,

aren’t goal-free evaluations also goals-based? Scriven says no. First, a developer’s goals are not

necessarily consistent with some set of ideals, such as those embedded in democracy. In any

case, he maintains that the classic conception of a need as a discrepancy between something

real and something ideal is wrong, because ideals are often unrealistic. Because the needs

of consumers are a fundamental concept in his approach, he and others have extensively

conceptualized and researched this concept (for example, Coryn, Gugiu, Davidson, & Schröter,

2008; Davidson, 2005; Stufflebeam, McCormick, Brinkerhoff, and Nelson, 1985).

For Scriven (Scriven & Roth, 1990), a need is anything essential for a satisfactory mode of

existence, anything without which that mode of existence or level of performance would fall

below a satisfactory level (see also Scriven, 1991). Some examples he has used are vitamin C and

functional literacy. In the absence of these things, a person would be physically ill or socially

and intellectually debilitated, respectively; hence, the person needs them. For Scriven, needs
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assessment is a process for discovering facts about what things, if not provided or if withdrawn,

would result in adverse consequences by any reasonable standards of good and bad. Given the

results of such a needs assessment, an evaluator can determine the criteria and standards to

be used in obtaining evidence for determining merit, worth, and significance, profiling critical

competitors, and ranking or grading them (Scriven, 1991, 1993, 2007). Through this process,

essentially the evaluator judges evaluation objects as good, bad, or indifferent (or, for example,

ranks themfirst, second, or third) depending on howwell each contributes tomeeting identified

needs. Scriven (1991) presented logical arguments for employing a needs-based approach to

defining criteria and indicators and reaching evaluative conclusions, and he gave some leads

on how to make this work in practice. In any given evaluation, however, much technical

development will be required before needs assessment will offer a feasible means of defining

evaluative criteria and standards and judging outcomes in a timely manner.

Scoring, Ranking, Grading, and Apportioning

Scriven (1991) has identified four main evaluative acts that are potentially relevant to all types

of evaluation: scoring, ranking, grading, and apportioning (also see Coryn, 2007a). Scoring

involves assigning numerical quantities to an evaluand or some aspect of an evaluand. These

quantities each represent a sum of quality points, of which the points usually are assumed to

be equal in value and additive. The range of possible scores usually is taken to represent lowest

measure of merit to highest measure of merit. However, the value meaning of any single score

is unclear without additional information.

In regard to ranking, two or more evaluands may be ranked based on their scores on a

particular evaluative procedure. The relative ranks then indicate the merits of one evaluand

relative to another, but not to particular levels of merit. Depending on whether the involved

scale is ordinal, interval, or ratio, the distances between the scores of different evaluands may

or may not be considered equal.

To obtain absolute judgments of merit, grades must be assigned to each possible score.

For example, on a ten-point scale, grades might be assigned as follows: 0–2 = F; 3–4 = D;

5–6 = C; 7–9 = B; and 10 = A. Determining an appropriate range of scores for each potential

grade requires examination of relevant information about the evaluand and similar evaluands;

careful, systematic analysis of relevant evidence and logical arguments; and analysis of the

nature and difficulty levels of items in the measurement device.

The fourth main method, apportionment, involves allocation of a finite set of resources to

alternative evaluands; this typically involves scoring, ranking, and grading, which contribute

to the final synthesis step (Scriven, 1994b). The case of a university that had to reconsider the

doctoral programs it would support provides an example of apportionment evaluation.

A large, research-oriented university had insufficient funds to support all of its doctoral

programs and needed to determine which programs should be discontinued and how available

funds should be allocated to the remaining programs. The board of trustees stipulated that

no tenured or tenure-track faculty members in discontinued programs would be dismissed;

instead, they would be given opportunities to fill other open positions in the university



Trim size: 7in x 9.25inStufflebeam c14.tex V2 - 08/06/2014 8:19am Page 350

350 CHAPTER 14–MICHAEL SCRIVEN’S CONSUMER-ORIENTED APPROACH TO EVALUATION

or to replace non-tenure-track staff. Given the evaluation’s political nature, the university

contracted with a highly credible external evaluator to coordinate and control the evaluation.

The evaluation also included meaningful involvement and input from stakeholders, especially

doctoral students and their professors. The evaluation used the procedures of scoring, ranking,

and grading as predicates to the final synthesis and apportionment step.

The board contracted with an external panel to conduct a metaevaluation of this appor-

tionment evaluation. The metaevaluation panel included a university president, a provost, a

graduate dean, a college dean, a Nobel laureate professor, a doctoral student, and an evaluation

expert. This team was tasked with evaluating the apportionment evaluation plan, the draft

report, and the final report.

At the outset, the evaluator, the university’s leaders, and a representative group of

stakeholders compiled a set of criteria for evaluating and contrasting the programs fairly:

1. Need for the program’s graduates as indicated by a record of more than a 70 percent rate

of graduate employment in the subject discipline within one year of graduation.

2. Selection criteria and decision rules judged by external experts in the discipline to ensure

acceptance of only high-quality students.

3. Rigorous application of the selection criteria, as evidenced by students’ entry-level

credentials, test scores, and previous grade point averages, plus judgments by external

experts.

4. An acceptable number of students, defined as more than ten active students for each year

of the program’s existence (following the first year), up to and including the last three

years.

5. High-quality students, with no more than 20 percent having a cumulative grade point

average below a 3.5 during the previous year.

6. Acceptable graduation rates, defined as at least 80 percent of students graduating within

four years of entering the program (with programs existing less than four years to be given

a provisional pass on this criterion).

7. Qualified faculty, including at least three tenured faculty members who have been actively

engaged with the program’s students.

8. A duly approved curriculum that is judged positively by pertinent experts from outside

the university.

9. High-quality courses, as judged by the program’s students and graduates and by external

experts.

10. Timely courses that students can take when they need them, to be judged based on

interviews with students and examination of their records of courses compared with their

approved courses of study.

11. Pertinent and rigorously conducted internships, as judged by the program’s students and

graduates and by external experts.
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12. A noteworthy flow of grants and contracts providing students with meaningful practical

and research experiences, as indicated by funded projects and students’ positive judgments

of their associated experiences.

13. High-quality dissertations as judged by external experts and as further indicated by

spin-off publications.

14. An outstanding record of research by the program’s faculty, as evidenced by grants and at

least two noteworthy publications per year per faculty member.

15. A positive reputation of the program in its discipline, as judged by external experts in the

discipline.

16. Cost-effectiveness of the program, judged as acceptable or not based on subtracting

the program’s annual amount of grant and contract funds from its annual cost to the

university, dividing the difference by the number of program graduates, and comparing

the per-graduate net cost with those of all of the university’s other doctoral programs.

The program’s rank in this distribution of doctoral programs is to be considered when

decisions are reached to retain or not retain the program.

Working from these criteria, the external evaluator and the university’s provost divided

the criteria into essential criteria (that is, items 1 through 7, 11, and 13) and important criteria

(the remainder). The evaluator developed pertinent scoring rubrics. The evaluator and provost

then defined decision rules for determining whether a program met or failed to meet each

criterion, and the evaluator constructed a pertinent rating scale. The evaluator and provost also

developed specifications and a schedule for each program to follow in preparing a portfolio of

relevant evidence. Furthermore, they determined a plan and budget for commissioning panels

of external experts to evaluate each program. The evaluator and provost reviewed this plan and

budget with a group of university stakeholders appointed by the university’s president. After

making some modifications, the provost presented the plan to the president. She reviewed the

plan with the external metaevaluation panel and, after securing some further clarifications and

improvements from the evaluator and provost, approved the plan. Subsequently the evaluator

and provost conducted orientation and training sessions for all groups that would participate

in the evaluation.

In due course, the external evaluator obtained and reviewed the programs’ portfolios

and the assessments by external teams. He then scored and rated each program. He did so

first in relation to the essential criteria. All programs that failed to meet one or more of

these criteria were designated for termination—a minimum performance “bar” (Coryn, 2007a;

Davidson, 2005; Scriven, 1991, 2007). In these determinations, the ranking was implicit in

the partitioning of programs as acceptable and unacceptable. Next, the evaluator scored each

remaining program on the remaining important criteria. Using preestablished decision rules,

he subsequently converted the scores into ratings of excellent, good, or marginal. For each

program, he prepared a profile of ratings on the important criteria and then computed an

overall weighted average grade of excellent, good, or marginal. In addition, for each program,

he appended an explanation of the rationale, information, and procedures used to arrive at the

profile of ratings and the final grade.
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Programs with an overall grade of excellent were assessed to determine their bottom-line

funding needs. Basically these included costs associated with faculty and support positions,

research associateships, materials and equipment, travel, research, and communication. The

total of these funds was subtracted from the available funds. This process was repeated with

the programs graded as good and subsequently with the programs graded as marginal.

Under this analysis, fundswere not available to support continuation of any of the programs

designated for termination pursuant to the first round of analysis keyed to the essential criteria

or any of the programs graded as marginal in the subsequent analyses keyed to the important

criteria. Following these assessments, the evaluator presented a draft of the results to the

university’s leaders, a representative group of stakeholders, and the external metaevaluation

panel. After receiving criticisms of the draft report, the evaluator corrected factual errors,

clarified areas of ambiguity, and submitted the final report to the university’s provost and

president. The provost then aired the report at a university-wide meeting, which stimulated

a heated exchange. Subsequently the provost considered the issues raised, prepared his

recommendations, and submitted them to the university’s president. The president approved

the report and submitted it to the board for action.

The board reviewed the report with the metaevaluation panel and concluded that it was

sufficient and defensible. The board subsequently approved the elimination of all but one of

the programs identified for discontinuation. It mandated the reform of one marginal program

because it was in an area of high need and had many students. The board also decided to

eliminate three programs that had been graded as good because they all had marginal ratings

on criteria items 8, 12, and 16, and because the board judged that the funds being spent on these

programs could be deployed more effectively elsewhere. The board directed the president to

allocate the recovered funds to reform the onemarginal program and strengthen two programs

that had been rated excellent. The board also instructed the president to place the marginal

program on probation; to direct that it dramatically improve on criteria items 8, 9, 12, and

14; and to put it under close scrutiny. Finally, the board directed the president to work out

a process for phasing out the programs slated for elimination such that the university would

meet commitments to existing students and tenured faculty.

This simplified example of an apportionment evaluation illustrates the differences among

and general nature of the acts of scoring, ranking, grading, and apportioning and their

functioning within a politically charged setting.

Checklists

Checklists, central to Scriven’s methodological approach (1991, 2005b, 2007), contain relevant

criteria for evaluating a particular object or conducting comparative evaluations of competing

objects. Scriven constructs such checklists to guide the collection of relevant evidence and

to grade or rank the one or more objects of an evaluation. He employs both generic and

particularized checklists. The former include only the defined criteria for evaluating a class of

objects. The particularized checklists include the defined criteria, rating levels, weights, and

threshold standards of acceptability, all determined in consideration of an evaluation’s context.

His basis for constructing a generic checklist is an understanding of the nature and functional
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properties of an object. In developing a particularized checklist, he requires close consideration

of the operating context and the needs of both the client and the intended beneficiaries

(Scriven 2005c; Stufflebeam, 2000b). (His definition of and rationale for evaluation checklists

are available at www.wmich.edu/evalctr/checklists.)

Scriven (1994d) noted that constructing evaluation checklists is difficult due to the necessity

of meeting such conditions as the following:

• Comprehensiveness in addressing all important criteria

• Nonoverlapping checkpoints to avoid double-weighting an area of overlap (that is, to avoid

redundancy)

• A focus on direct measures of merit rather than statistical correlates of merit, although

empirically validated indicators may be employed if direct measures are not feasible

• A consistent level of description for all checkpoints

• Amenability to operational definition and application to allow for a determination of

whether and how well an entity meets a checkpoint

Key Evaluation Checklist

Scriven has continually refined his KEC, which was originally developed in the early 1970s

for use by the Educational Testing Service in evaluating educational products produced by

federally funded research anddevelopment centers in theUnited States (Coryn, 2006). TheKEC

is available in its most current form from www.wmich.edu/evalctr/checklists. This checklist,

used to both plan, design, and evaluate evaluations,1 is generic, but it can be adapted for use

in particular evaluations. The checklist reflects Scriven’s view that evaluation has multiple

dimensions, must address pertinent values, should employ multiple perspectives, involves

multiple levels of measurement, should use multiple methods, and usually should culminate in

a bottom-line evaluative conclusion.

The checklist is divided into four major parts. Part A, “Preliminaries,” contains an

executive summary; a preface (examining the source and nature of the request or need for the

evaluation); and methodology (for example, comparative or noncomparative; scoring, ranking,

grading, or apportioning; or some combination of these). Part B, “Foundations,” provides

background and context, descriptions and definitions of the program and its components,

consumers and other impactees of the program, program resources, and values (minimum

standards andweights). Part C, “Subevaluations,” offers evaluations of process, outcomes, costs,

comparisons (alternatives), and generalizability. PartD, “Conclusions,” comprises an evaluation

of overall significance; possible recommendations and explanations; (possible) responsibility

and justification (for example, allocating blame or praise); and metaevaluation.

These parts of the evaluation checklist need not be performed in any particular sequence,

but all must be addressed or at least considered before the checklist has been implemented

correctly. Also, an evaluatormay cycle through the checklist several times during the evaluation

of a program. Early cycles are formative evaluation; the last cycle is summative evaluation.

http://www.wmich.edu/evalctr/checklists
http://www.wmich.edu/evalctr/checklists
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The rationale for the KEC is that evaluation is essentially a data reduction process, whereby

large amounts of data are obtained and assessed and then synthesized into an overall judgment

of value. In describing this data reduction process, Scriven (2007) has suggested that the early

steps of an evaluation help characterize a program or product and the later checkpoints are

intended to assess its validity.

The Final Synthesis

Scriven (1994b) presented extensive philosophical, theoretical, and methodological analysis of

the final synthesis step in an evaluation. He noted that many evaluations that are impeccably

conducted through the planning anddata collection and analysis stages fail because an evaluator

makes a leap from the data to a high-inference judgment, which often is only an idiosyncratic

non sequitur. Such a judgment may reflect the evaluator’s (or client’s) biases more than the

relevant background information and may stimulate mistrust of the evaluation rather than

insightful action. Scriven (1994b) said:

Sometimes . . . there is no way to avoid relying on judgment at this point. But, whether

we call the last step clinical inference, intuition, professional judgment, connoisseurship,

or impressionism, the solid body of the clinical vs. statistical research makes it clear that

we rely on it at considerable peril. That research shows how a very simple rule, if it is

empirically-based, can beat expert judgment—including the combined judgment of a panel

of experts—in almost all cases. (p. 367)

What is needed, according to Scriven, are clear—but not simplistic—rules for deciding

whether and how to reach justified conclusions. He has noted, however, that often these are

not to be found.

One needs to pursue the final synthesis step under the assumption that it may be

desirable and feasible to carry it out, and therefore one must proceed as far on this course

as makes sense. The steps in the process are searching for an appropriate decision rule;

deriving criteria admissible in probative judgments; deriving criteria of goodness inherent in

the classical definition of the evaluation object; assessing the needs and preferences of the

client and beneficiaries; obtaining evidence of each object’s status on the criteria of merit,

worth, and significance; weighting the criteria; profiling the results; deciding whether to try for

a final synthesis; and, if warranted, combining the results to reach an overall conclusion.

Scriven (1994b, 2007) has urged evaluators to consider three factors in deciding whether

to make a final synthesis:

• Determine what the evaluation client needs. Must the client have a final synthesis that

compares critical competitors—all of which pass minimally acceptable standards on all

significant criteria—on appropriately weighted criteria of merit? Or, for example, does the

client need only a report card or profile on how each object rates on each criterion?
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• Consider the limitations of the available data. If the available data on each object for

each criterion are complete, and if the evaluator and client have been able to determine

defensible weights and standards, the evaluator can both rank and grade the evaluation

objects. Otherwise he or she should stop at the point of displaying each object’s profile,

taking into account the fact that the profiles may be incomplete.

• Examine the configuration of available facts. If the facts reveal a tie between one or more

objects, the evaluator should report this and not try to pick a winner. Instead, he or she

should advise the client to pick randomly or apply some additional, defensible criterion.

Scriven (1994b, 2007) has advised evaluators that in launching the final synthesis step,

whenever possible they should get a valid rule in place by which different evaluators using

the same data set would reach the same evaluative conclusion. If this is possible, the final

synthesis step presumably is fairly straightforward. However, if such a rule is not to be found,

which will often be the case, then the evaluator should, according to Scriven (1994b), try for

heuristics and rubrics or, failing that, train and calibrate judges. If all of these steps fail or

are seen in advance not to be feasible, then the evaluator should stop short of reporting a

final, synthesized judgment of value and instead should deliver, for each evaluation object,

a properly circumspect profile of performance levels on the significant criteria that guided

the evaluation.

Scriven (1994b) recommended several general procedures for reaching the final synthesis.

One is “probative inference,” which is “inference that makes a prima facie case for a conclusion:

the kind of inference . . . which is highly contextual” (Scriven, 1994b, p. 371). Such inference

involves deriving values from facts. According to Scriven (1994b), evaluative claims are

facts if they are extremely reliable judgments made by experienced judges against simple,

valid standards—judgments that are scrutinized, consciously or unconsciously, by a trained

evaluator for errors of fact, standards, judgment, or inference.

Another procedure that can be used as part of the final synthesis step involves using

definitional claims in determining criteria and ultimately reaching an evaluative conclusion

(Scriven, 1994b). For example, maintaining discipline in the classroom is generally regarded as

an essential component of the definition of good teaching, which makes effective classroom

management an essential criterion for evaluating teaching. Examples Scriven gave are “Good

watches . . . keep good time” and “Good judges . . . do not take bribes” (p. 372). Because these

definitional claims can be supported by factual and analytical evidence about use and the

way watches and judges work, respectively, they are significant, nonarbitrary criteria for

evaluating watches and judges. Under this approach, the evaluator defines and defends the

criteria of merit by determining the factual claims inherent in a concept of interest and

identifying known, relevant facts about objects covered by this concept. These functional

analysis steps provide a foundation for comparing evaluation objects on the selected criteria

and for judging each object in absolute terms against standards of what should be expected of

that object.
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Another frequent component in the synthesis process involves assessments of beneficiaries’

needs and wants:

Assuming that the client’s problem calls for a ranking, then you must turn to the

needs and—to a lesser extent—the preferences of the targeted recipients to provide

the . . . relevant criteria and their weights . . . Typically, the procedure would require you

to try for a comprehensive list of criteria and tentative weights based on the concept, the

experience of the service providers, and the literature, and take that to the consumers for

additions. (Scriven, 1994b, p. 377)

As a last point about the final synthesis step, Scriven (1994b) warned against the fallacy

of the numerical weight and sum (NWS) approach to reaching an evaluative conclusion (also

see Davidson, 2005). This relatively common approach involves computing an overall score

on an evaluation object by summing across all criteria the products of each criterion’s weight

times the object’s score on the criterion. This procedure could erroneously give a passing grade

to an object that failed or did poorly on the most important criteria but scored high on less

important or even trivial criteria. To replace this faulty synthesis procedure, Scriven (1994b)

offered the qualitative weight and sum (QWS) approach. Using this approach, the evaluator

begins by rating the evaluative criteria on their significance as essential, very important,

important, just significant, or not significant. The not significant criteria are dropped. Then

the evaluator immediately drops from further consideration any object that fails to pass the

essential criteria. According to Scriven, the essential criteria then become amoot point because

the remaining evaluation objects meet them. (We see this conclusion as not always the case,

as explained beginning in the next paragraph.) Subsequently the evaluator develops for each

remaining object three scores, representing the number of criteria passed in each remaining

significance group (very important, important, and just significant). Keeping the three scores

separate means that “no number of points scored in the currency of lower-weighted criteria

can overpower points picked up on a higher-weighted criterion” (Scriven, 1994b, p. 376).

We see Scriven’s QWS procedure as creative and useful but too restrictive. Sometimes

a simple sum of criteria met in a category will be sufficient to judge an object’s merit in

the category, and sometimes not. We would not necessarily drop consideration of essential

criteria following the discarding of objects that failed on these (although we recognize that

the remaining objects would, according to Scriven’s procedure, all have a score equal to the

category’s number of criteria). Nor would we categorically reject an NWS approach to arrive at

scores ofmerit. If a rating scale is applied to each criterion in a category, some objects will surely

score higher than others on given criteria and on the total of criteria in the category. We think

such variations often will be of interest to decision makers. Although Scriven (1991, 1994b,

2007) has not provided for rating each object’s relative level of satisfaction of each criterion, we

think this possibility should be preserved, although not required. If each object is rated on, say,

a three-point scale for each criterion (1 = pass, 2 = pass with distinction, and 3 = exemplary),

then a total category score could be obtained for each object by summing the ratings and

dividing by the number of criteria in the category. Keeping each set of category scores separate
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would preserve Scriven’s objective of ensuring that points on lower-weighted criteria would

not overpower points earned on higher-weighted criteria. Rating each object on criteria within

a category would also reveal each object’s relative rated merit within the category.

A weight and sum approach could be employed next to obtain an overall score for each

object. For example, the evaluator could compute an object’s overall score by first weighting

each category of criteria (for example, 4 for essential criteria, 3 for very important criteria, 2

for important criteria, and 1 for just significant criteria). Then, for each object and category of

criteria, the evaluator would multiply the category’s weight by the object’s normalized category

score. Next, the evaluator would sum each object’s four weighted category scores and divide

by four. The evaluator could subsequently rank all objects still under review on their derived

total scores. A report showing ranks of objects within and across categories of criteria would

prove useful for drawing conclusions and making decisions about the different objects. We

believe that decision makers often will want to see how objects that made the initial cut ranked

within the categories of essential, very important, important, and just significant criteria, and

overall. We suggest the procedure we have outlined as a perhaps useful extension of Scriven’s

QWS approach. This extensionmight be labeled the qualitative and numerical weight and sum

approach (QNWS).

Metaevaluation

The final item in the KEC calls for the evaluation of evaluation. Scriven introduced this concept

in 1969, when he published an article responding to questions about how to evaluate evaluation

instruments. He cited this as one of many concerns in metaevaluation and emphasized that

evaluators have a professional obligation to ensure that their proposed or completed evaluations

are subjected to competent evaluation. His rationale was that evaluation is a particularly self-

referent subject because it “applies to the process and products of all serious human endeavor

and hence to evaluation” (p. 36). He noted that metaevaluation can be formative, in assisting

the evaluator to design and conduct a sound evaluation, or summative, in giving a client

independent evidence about the technical competence of the primary evaluator and the

soundness of his or her reports. Scriven’s methodological suggestions (2007) for conducting

metaevaluations include the use of his KEC to assess an evaluation as a product; the use of

some other checklists (for example, Scriven, 2011b); and the use of professional evaluation

standards.

Evaluation Ideologies

Scriven has been one of the most thoughtful and vocal critics of prevailing views of evaluation

(1983, 1993). Consistent with this critical stance, he has emphasized that evaluation is a

particularly self-referent subject, which adheres to his advocacy of metaevaluation. He has

classified these prevailing views into four groups and critiqued each extensively in the hope of

convincing evaluators to recognize and shed certain biases, which he claims have debilitated

evaluation work. And he has used his analysis of strengths and weaknesses of each approach
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to strengthen his rationale for the KEC, describing this checklist as one that encompasses the

best features of all other serious proposals about how to do evaluation and avoids the flaws

he identified in the other proposals. Further insight into Scriven’s philosophy of evaluation

in general and the KEC in particular can be gained by carefully considering his analysis

of alternative ideologies (Scriven, 1983). Therefore, we next capture his most salient points

in regard to each of four ideologies: the separatist, positivist, managerial, and relativistic

ideologies.

Separatist Ideology

Scriven sees the separatist ideology as rooted in the denial or rejection of the proposition that

evaluation is a self-referent activity. This ideology is best reflected in evaluation proposals that

require the appointment of evaluators who are totally independent of what is to be evaluated.

Establishing and maintaining an evaluator’s independence from an evaluand is often seen

as essential for ensuring that evaluation reports are unbiased (Scriven, 1975, 1983, 2011e).

In addition, evaluators who practice this ideology, according to Scriven (1983), often fail to

recognize or address the need to have their own work evaluated. Quite possibly many of them

see such metaevaluation as a concern for somebody else, because evaluators, according to their

separatist view, could not be objective in evaluating their own work. Hence, Scriven (1969b)

pointed to the paradox of an evaluator who earns a living by evaluating the work of others but

fails to see, or may even resist, evaluation of his or her own services.

Underlying this kind of professional parasitism is, according to Scriven (1983), a basic

human flaw: “valuephobia, a pervasive fear of being evaluated” (p. 230; also see Donaldson,

Gooler, & Scriven, 2002). It is manifest when evaluators who are in close contact with

the person whose work they are evaluating become co-opted, lose their critical perspective,

and praise what they might have criticized had they maintained greater distance from the

evaluand. Valuephobia may also be present when evaluators resist, or at least avoid, having

their evaluations evaluated.

In opposing the separatist position, Scriven (1983) argued that professionals, including

professional evaluators, need to acknowledge and deal straightforwardly with the self-referent

nature of evaluation. The hallmark of professionalism is subjecting one’s work to evaluation.

The fact that all evaluations are prone to bias should not deter one from evaluating one’s own

work or commissioning someone else to do so. Instead, one should respond by conducting

the evaluation in as unbiased a manner as possible and subjecting the evaluation to scrutiny

against recognized standards of sound evaluation. Further, in program evaluations, evaluators

should look realistically at program staff as well as other aspects of a program, because success

and failure invariably are inseparable from the work of staff and there will be little prospect

for improvement through evaluation if guidance for improving the performance of staff is not

provided.

It is of interest in regard to the preceding discussion that the Joint Committee on

Standards for Educational Evaluation introduced a new, fifth category of standards—labeled

evaluation accountability—in its latest edition of The Program Evaluation Standards (2011).
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This category includes standards for evaluation documentation, internal metaevaluation, and

external metaevaluation. Basically, these new standards are consistent with Scriven’s call

(1983) for self-referent evaluation by professionals. We see this as especially so concerning

the first two of these standards, in which evaluators are held responsible for documenting

and attesting to the merit of their evaluations. However, contrary to the Joint Committee’s

recommendations and what Scriven might endorse, we think it is inappropriate, as regards

the external metaevaluation standard, for the evaluator to select, engage, fund, and control the

quality of the external metaevaluator. Such practice is prone to an evaluator’s bias in seeking

out a “friendly critic”—one who can be expected to issue a positive report, whether merited or

not. We think the evaluator should advise the client to assume responsibility for securing an

independent, external metaevaluation and that the evaluator should fully cooperate with but

not in any way control the external metaevaluation. Nevertheless, we endorse Scriven’s main

point (1983, 1991, 2007) that evaluations themselves should be validly evaluated.

Positivist Ideology

Scriven (1983, 1991, 1993) has identified a second ideology, that of logical positivism, as

another overreaction to valuephobia. He has argued that positivists, in their attempts to

remove bias from scientific works, overreact to the point of trying to render value-free both

twentieth-century science in general and evaluation in particular.Whereas the separatists reject

the self-referent nature of science or evaluation, the positivists reject the evaluative nature

of science. Scriven pointed to a number of contradictory cases—for example, educational

psychologists who assert that no evaluative judgments can be made with objectivity yet easily

produce evaluative judgments about the performance of their students. Scriven’s response

(1983, 1991, 1993) to the flaws of positivism has been to give central importance to the practice

of assigning value meanings to the findings obtained in evaluation studies. Scriven’s recent call

(2011c) for three revolutions in the evaluation field entails a strict rejection of the value-free

ideology.

Managerial Ideology

For Scriven (1983), a “well-managed evaluation” often means much more than one that is

guided by a competent evaluation administrator. It can instead involve “a very self-serving

indulgence in valuephobia” (p. 238) by both program managers and evaluators. A program

manager may impose rigid controls over the evaluation he or she commissions so that there

will be no surprises. The program manager may want only his or her program evaluated, not

the personnel who operate it and especially not its administrator. And the program manager

might insist that the evaluation be limited to determining whether his or her stated goals for

the program have been achieved and that the evaluator be restricted from judging the program

manager’s work based on somebody else’s wishes for the program.

From the program manager’s perspective, this managerial ideology clearly includes a bias

toward producing favorable reports. According to Scriven (1983, 1993), many evaluators are

willing to fulfill the manager’s wishes for favorable, predictable reports because of a parallel
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set of self-serving reasons. They want future contracts or to retain their position as evaluator

in an institution, and giving a favorable report, or at least one that does not make their client

and sponsor nervous, is most likely to lead to obtaining future work. They are often willing

to partial out any concern for personnel evaluation because this helps make the evaluation

more feasible as well as independent of the different and often conflicting value positions that

different persons involved in the program might hold. The manager’s request for limiting the

assessment to what had been intended is especially congenial because it means the evaluator

adhering to this ideology will probably avoid not only having to assess the implementation of

the program and especially the performance of staff members in it but also having to deal with

values, because they are presumed to be given in the program manager’s goals.

In themanagerial ideology, then, we can see the possibility of a confluence of the separatist,

positivist, andmanagerial ideologies—all with bad effect. By avoiding evaluation of themanager

and staff (consistent with the separatist ideology), keeping the evaluation as a technical service

devoid of value determinations (the positivist approach), and helping the manager get the good

report he or she needs on the accomplishment of his or her goals (the managerial ideology),

the evaluator has effectively caused evaluation to be a disservice rather than a contribution to

society.

With the bent just outlined, the study, according to Scriven (1983), would exclude many

vital aspects of a sound evaluation. It would deter the client from rather than assist him or

her in examining goals and services critically. By concentrating on a developer’s goals, the

evaluator would fail to ensure that a program has value for addressing consumers’ needs. The

study would probably be myopic and not consider whether the program is a “best buy,” when it

could serve the client better by exposing and comparing alternatives. And it would be likely to

skirt issues concerned with ethics and prudent use of scarce resources. For Scriven (1983, 1991,

1993), the widely seen adherence to the managerial ideology and the ideology’s connections

to other bad evaluation practices are a travesty for society and for the evaluation profession.

He has used his critical analysis of this stance as a platform from which to advocate a series of

reforms, which are seen in his KEC:

• Performing needs assessments as a basis for judging whether a program has produced

beneficial outcomes

• Evaluating “goal-free” so as not to become preoccupied with the developer’s goals and

thereby miss finding important but unanticipated outcomes, good and bad

• Comparing what is being evaluated to viable alternatives

• Examining services for their cost-effectiveness

• Combining personnel and program evaluation

Relativistic Ideology

Another ideology that Scriven (1983, 1991, 1993) sees as flawed and debilitating in its influence

on evaluation work is the relativistic ideology. Scriven considers it to be an overreaction to
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problems associated with the positivist ideology. Whereas the positivists often have put forth

the view that there is an objective reality that can be known by anyone who can and will use

unbiased assessment procedures, the relativists have charged that this construction is overly

simplistic and can only lead to narrow assessments that give exclusive and undue prominence

to the perspective of some group in power under the mistaken view that its perspective and

assessments are objective. In response to the hazards of positivism, the relativists assert that

all is relative, that there is no objective truth. Therefore, they call for multiple perspectives,

criteria, measures, and answers.

According to Scriven (1983, 1991, 1993), this movement in the evaluation field sometimes

denies the possibility of objective determinations of merit or even objectively correct descrip-

tions of programs. Although he also rejects the existence of a single correct description, he

counsels us not to abandon the idea that there is an objective reality. It may be a complex reality

beyond our existing capabilities to comprehend and describe thoroughly, but we only delude

ourselves if we pretend it does not exist. He counsels instead that we may need to relativize our

descriptions for different audiences. But he cautions us not to accept all conflicting descriptions

as correct as, we think, some of the more pedantic relativists seem prone to do. Instead, we are

advised, as evaluators, to seek out the “best,” the “better,” the “ideal.”

Avenues to Causal Inference

The past forty years have seen substantial controversy in the evaluation field related to the con-

cept of causal conclusions in evaluations (Cook, Scriven, Coryn, & Evergreen, 2010). Campbell

and Stanley (1963) argued that researchers and evaluators should assess the extent to which

a project has caused observed outcomes and that the best way to obtain valid findings about

cause and effect is through rigorous application of randomized controlled experiments. Since

then, the U.S. government has repeatedly designated randomized controlled experimental

design as the gold standard for evaluations and often has mandated this approach for use in

federally funded evaluations (Donaldson, Christie, & Mark, 2009). Such requirements have

held hostage much of the federal funding available for evaluations, with government officials

releasing these funds only to evaluators who agree to conduct randomized controlled exper-

iments. This practice directly opposes the advice of Fisher (1951), the father of experimental

design. He expressly directed inquirers not to equate his experimental methods with science.

Consistent with Fisher’s position, many evaluation and research methodologists have sharply

criticized the U.S. government’s requirement that such experiments be used, arguing that

nonexperimental methods often are superior to randomized controlled experiments in taking

account of the real-world circumstances of programs, detecting causal relationships, and

creating deep understanding of programs. Nevertheless, a number of leading researchers have

continued to convince federal government officials that only sound controlled experiments

can provide defensible conclusions about causes and effects in education, health, and human

service programs.

Scriven (2005b) has strongly criticized the near monopoly that experimental design holds

over federally funded evaluation, positing that the gold standard for evaluations should not
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be experimentally determined conclusions but conclusions beyond reasonable doubt. Arguing

that experiments often are inadequate and not even the best way to address questions of

cause and effect, he stated, “We must agree that cause is an epistemological primitive, well

understood by humans but not entirely reducible to other logical notions such as necessity

and sufficiency” (p. 44). Referring to apparent causal linkages between the execution of a

program and observed outcomes, Scriven (2005b) said that equal or better outcomes might

have been produced by another program not under review or that, outside of the study’s

controlled conditions, the experimental program might not produce the same outcomes when

applied in a naturalistic setting. The latter point gives credence to those who argue for in-depth

case studies of programs in their natural settings. Scriven (2005b) concluded that the claim

that randomized controlled experiments are consistently superior in identifying necessary and

sufficient conditions that caused observed outcomes is a fallacy whose exposure should clearly

make room for a range of methodological approaches to studies of cause and effect.

In advancing the range of methodological approaches that can meet his gold standard

of conclusions beyond reasonable doubt, Scriven (2005a) looked to both quantitative and

qualitative designs. He credited the following quantitative designs, when suitably applied, as

meeting his gold standard: double-blind studies, single-blind studies, randomized controlled

experiments, regression discontinuity studies, strong interrupted time-series studies, and

identical-twin studies. Looking beyond these quantitative designs, Scriven also identified

designs in the broader sphere of scientific inquiry: laboratory investigations used in forensic

studies of the cause of a death; engineering studies of the cause of a structural failure

in, for example, a bridge, a building, or a jet airliner; astrophysicists’ conclusions drawn

from systematic applications of astronomy methods and anthropological methods such as

those applied by Darwin; and historical analysis. (We would add epidemiological studies and

gnotobiotic studies of the effects of specified agents on germ-free animals.) After identifying this

range of designs that can meet this gold standard, Scriven (2005a) cited randomized controlled

experiments as only one of at least eight scientifically acceptable approaches to studying and

reaching conclusions on causes and effects. In a recent dialogue with Cook, Scriven discussed

what he perceived as the three claims associated with the superiority assigned to randomized

experiments for causal investigations (Cook et al., 2010, p. 116):

A. The claim that only the RCT [randomized controlled trial] design excludes all alternative

causes: This claim fails because it is agreed that it is only true if RCTs are double-blind,

and in human investigations, that condition is rarely met. Note A1: In fact, it is arguably

only true for triple-blind studies that cast doubt on most drug studies, and most human

behavior studies.

B. The claim that only the RCT design supports the counterfactual analysis of causation: This

claim is irrelevant because the counterfactual analysis is invalid; it is refuted by all cases of

overdetermination, a common situation in medicine and human affairs.

C. The claim that no other design establishes causal claims with comparable certainty: This

claim is false, since it is refuted by several other approaches, for example:
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1. Critically filtered observational claims, for example, damage caused by an explosion

seen by witnesses; color change in flask from adding litmus solution; making a noise

by clapping

2. Highly scientific claims in forensic sciences, for example, autopsy reports

3. Highly scientific claims in case study research, for example, modified Success Case

Method (MSCM; Coryn, Schröter, & Hanssen, 2009)

4. Many good quasi-experimental designs, for example, interrupted time series, especially

with random time of treatment application and duration

5. Many theory-based causal claims in science, history, and law, for example, that the

collision of tectonic plates caused the Sierra Nevada, that a meteorite caused Meteor

Crater, AZ and Tycho on the Moon; smoking causes cancer, etc

6. Many (other) applications of the general elimination method (GEM)

Subsequently, Scriven (2005b) presented his final synthesis in regard to an appropriate

general methodology for identifying and crediting a program’s effects. Seeing observation as

the most important and reliable source of causal claims, he stated, “Basic kinds of causal

data, vast quantities of highly reliable and checkable causal data, come from observation, not

from elaborate experiments” (p. 46). He said this conclusion liberates such field sciences as

biology and anthropology from second-class citizenship in reaching and defending claims

based on observed causal connections. Moreover, he said, rigorous applications of case study

methodology can produce defensible causal claims. He stressed, however, that all studies

of cause and effect should be subjected to strong methods of verification. Among others,

these methods are independent confirmation, valid triangulation, detailed documentation,

systematic elimination of alternative possible causes, and systematic qualitative analysis

of causal chains and patterns. In the end, Scriven (2005a, 2005b) has acknowledged that

development of valid causal claims is complex and difficult. Accordingly, he has called for an

approach to studying causal connections that is grounded in systematic observation, involves

the application of multiple methods for determining cause, and meets demanding standards of

scientific explanation.

Product Evaluation

In 1994 Scriven (1994d) wrote an article in which he presented what he considered to be the

state of the art in product evaluation. (Note that Scriven’s use of products refers to produced

items, such as refrigerators, textbooks, computer programs, and films, whereas Stufflebeam,

in his Chapter 13 discussion of product evaluation, referred to products as the outcomes of

a program.) Essentially, this article either encapsulates or alludes to some of the important

concepts that Scriven had developed over the years and that have been reported in this chapter:

needs assessment; goal-free evaluation; standards of various kinds (particularly those that

refer to ethical, legal, or political considerations); metaevaluation; and the managerial ideology

(particularly in respect to aspects of the KEC). We have extracted and summarized key aspects

of this article.
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The Place and Importance of Product Evaluation

Scriven began his article (1994d) in this way:

Product evaluation is important for several reasons. The obvious one, which makes it

sometimes a life-saving matter for the consumer, arises because our lives, and the quality

of those lives, depend on the evaluation of products by external agencies—for example, on

the evaluation of drugs and of automobile safety systems. The second, a (metaphorically)

life-savingmatter for inventors, manufacturers, and service providers, is the role of product

evaluation in the improvement of products and services, a role which has, for example,

driven the computer field to an unmatched rate of improvement, although the quality of

its product evaluation leaves much room for further improvement. The third reason for its

importance is its involvement within other applied fields of evaluation, particularly within

program evaluation.

The extent of this involvement is only now beginning to be appreciated, just as the

extent of the involvement of personnel evaluation within program evaluation is only now

emerging. An important example comes from the evaluation of programs using educational

technology to improve instruction . . .

It is rare that these programs can be evaluated without serious evaluation of the

technology itself; yet it is also rare that the evaluation of the technology manages to avoid

falling into the trap of using expert reviewers with shared bias or using independents

who make invalid commentary from ignorance. The fourth consideration is that product

evaluation has long served as an exemplar for other applied fields in evaluation, an effect

which has been considerable and could still be extended with profit . . . The goal-free

approach to program evaluation is an example. (p. 45)

The article offers general remarks about the field, followed by analysis of strengths

and weaknesses of product evaluation by leading practitioners in consumer products, the

automobile industry, and computers. Particular emphasis is given to Consumers Union (to be

discussed shortly).

Despite the fact that product evaluation (and, to a lesser extent, personnel evaluation) has

long been practiced—perhaps longer than any other type of evaluation (Scriven, 1991)—its

methodology has not received the same attention as program evaluation. In the past fifty

years, however, product evaluation has become considerably more developed and certainly

more public. Scriven (1994d) commented that the increase in extent is exemplified by the

development of technology assessment and an emerging literature on evaluating medical

tests. The most obvious indication of the growing sophistication of product evaluation is the

extensive array of magazines and newsletters devoting space to the results of product testing.

Moreover, as Scriven (1991, 1994d) pointed out, the burgeoning of the field is also exemplified

by growing emphasis on comparative rather than stand-alone tests. The consumer benefits by

these activities; both utility and validity of choice improve. The overall outcome is an extremely

useful, although often complex, set of resources—“if you know how to get to them and how to

use them” (Scriven, 1994d, p. 46).
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These improvements in product evaluation for the consumer do not, however, necessarily

reflect better product evaluation bymanufacturers and vendors. Poor product evaluations have

often resulted in poor-quality products and services. Scriven (1994d) gave a prime example

in which the U.S. automobile industry steadfastly refused to improve the quality of products,

despite adverse criticism by external product assessors. He pointed out that as a result, there

was a steady decline until the industry itself took stock of its position in relation to the price,

reliability, and performance of foreign vehicles.

Basic Methodology

Answering the question of how product evaluation should be done, Scriven (1994d) advised

that the same general formula as that used for all other evaluations should be followed. This

entails identifying and validating criteria of merit, determining performance on those criteria

of judgment, and integrating the two (that is, the criteria and performances) on the basis of

some valid principle. Scriven maintained that “all the skill lies in the application of that

formula” (p. 47). Specific details of a product evaluation will vary according to the type of

product being tested and exact knowledge of specific consumer needs. Scriven (1991) stated

that as a methodology, evaluation is a transdiscipline,2 and developing this methodology poses

a dilemma faced by the pursuit of logic (another transdiscipline) over two millennia. One

can attempt to provide a general model, but this often turns out to be too difficult to apply

reliably to other cases. Or one can focus on weaknesses, or “traps,” known in logic as the

“fallacies approach.” Scriven sees the fallacies approach as possibly the most convincing to use

in establishing a methodology for product evaluation.

How well is product evaluation done? Scriven (1994d) noted in his article that most of the

virtues had already been given, so he focused on the shortcomings (in line with the fallacies

approach). The shortcomings, which are serious, are most often seen in the faulty use of

the formula for good evaluation, particularly in the incorrect application of widely validated

principles to specific cases. In that respect, the problems are like those in most applied fields in

evaluation; in ethics, for example, it is usually not the TenCommandments (or their equivalent)

that are in dispute, but how to apply them to specific cases.

Consumers Union

Scriven (1994d) noted the importance of Consumer Reports, the official organ of Consumers

Union (CU), and acknowledged its status as a standard-bearer, albeit de facto, for product

evaluation. However, he also presented a litany of shortcomings in the magazine’s approach to

product evaluation. He observed that it is no surprise that in the course of becoming extremely

powerful, wealthy, and the principal institution of its kind, CU has also become almost immune

to serious criticism. As a result, he said, its earned respect as a “near flawless paradigm of

the state of the art” (p. 48) has slipped. For example, although CU has steadfastly excluded

advertisements of the objects evaluated in its magazine, it began advertising its own products

in its own magazine. Scriven saw this as “a change which surely tends to shift its value system

near to that of the advertiser rather than the consumer or evaluator” (p. 48). Another cited
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mistake was frequent use of the fallacious numerical weight and summodel for the synthesis of

subevaluations. Scriven (1994d) stressed that this is a serious error in any evaluation, including

product evaluation, when failure in a single component could override success in all the others.

Looking at the other side of such criticisms, Scriven (1994d) noted that Consumer Reports

generally remains an invaluable resource for consumers, because most of its findings are based

on good work.

Professionalization of Evaluation

The description of Scriven’s article (1994d) on product evaluation gives some indication of the

extent towhich he has been amain force for developing evaluation theory andmethodology and

professionalizing the evaluation field. His interests and contributions have covered virtually

all aspects of evaluation, and his development of these aspects has been influential. As its

first president, he helped to establish and develop the Evaluation Network, a professional

organization for evaluators from education, health, government, and social programs and

one of the two organizations that merged to become AEA. He developed the Evaluation

Network newsletter into the highly respected publication, Evaluation News, which evolved

into the American Journal of Evaluation, and recently he led development of the online

Journal of MultiDisciplinary Evaluation. He was the 1999 president of AEA. His Evaluation

Thesaurus, the fourth edition of which was published in 1991, is an important compilation of

theoretical and philosophical ideas about evaluation. He has supported the Joint Committee

in the production of professional standards for evaluations (see Chapter 3), but he criticized

the committee for generating standards only for evaluations of programs, personnel, and

students. He noted that given evaluation’s ubiquitous nature, such standards are needed for

evaluations in every discipline and area of service. Accordingly, we wonder if he would judge

that the American National Standards Institute (ANSI) is responding sufficiently to this need

for evaluation standards, given that ANSI has approved more than ten thousand such national

standards, including those of the Joint Committee. As noted previously, Scriven directed the

Western Michigan University IDPE program, thereby carrying out his position that evaluation

haswide applications across disciplines and service areas. Scriven is thewell-deserving recipient

of many awards and prizes.

Scriven’s Look to Evaluation’s Future

Scriven was duly honored (in August 2011) at a Claremont Graduate University symposium to

celebrate his outstanding career and contributions to the field of evaluation. For that occasion

he wrote a provocative paper (Scriven, 2011a) titled Conceptual Revolutions in Evaluation:

Past, Present, and Future. The piece builds on rather than departs from his past legacy of

contributions to the theory, methods, and professionalization of evaluation. In this paper, as

he takes stock of evaluation’s past, present, and future, he describes and discusses three needed

revolutions in the transdiscipline of evaluation.
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The Evaluation Profession’s First Revolution

In introducing the first revolution (R1), Scriven (2011a) stated that it is not yet complete

and involves the need for all evaluators (1) to reject the view that evaluations should be

value-free and (2) instead to embrace, not only in their rhetoric but in their actions as well,

the position that evaluation practice should and can be values based and scientifically

legitimate. He posited that the bottom-line consequence of R1 is that a competent evaluator—

employing valid criteria and rigorous methods—can show that an evaluand is truly excellent

or truly worthless as a matter of scientific fact. Scriven noted that although many evaluators

espouse this concept of evaluation and manifest it in their practice, too many others say the

right words but nevertheless persist in pursuing evaluation projects according to a value-free

doctrine of science. This, he says, must stop, because it diverts evaluations from addressing

the basic value questions of good, better, and best that are essential for assessing and judging

efforts to address great societal needs.

The Evaluation Profession’s Approaching Second Revolution

Referring to what he sees as the second revolution in evaluation (R2), Scriven (2011a) posited

that evaluators are shifting their concept of evaluation from that of merely a respectable

discipline to that of the alpha or first-order discipline within every other discipline. He sees eva-

luation not only as a transdiscipline that itself has many subdisciplines (for example, evaluation

of products, programs, personnel, and organizations) but also as a discipline that is essential to

assessing, judging, and validating work in every other discipline (such as sociology, psychology,

anthropology, agriculture, economics, education, political science, medicine, and engineering).

In illustrating the need for the social sciences and other disciplines to accept and deploy

professional evaluation as the alpha subdiscipline in their field, Scriven (2011a) observed

that peer reviews are essential to ensuring sound practices in any discipline or profession.

Although he acknowledged that peer reviews are widely applied, he also charged that they

are notoriously unreliable and likely to be seriously counterproductive, even injurious. Here,

he sees a clear indication that each discipline should include and value the contributions of

a competent evaluator on every peer review committee. In general, he noted that disciplines

should beneficially engage teams that includememberswith the pertinent disciplinary expertise

and one or two other members with highly honed evaluation expertise.

The Evaluation Profession’s Eventual Third Revolution

Scriven (2011a) envisions a third revolution (R3) that will build on the first two revolutions

but reverse the status of evaluation from one of just the first-order or alpha subdiscipline

within other disciplines to one of a “paradigm discipline” for (at least) the social sciences.

This is a sweeping projection that is seen to span about a century. Envisioning a time when

this transformation is complete, Scriven sees each affected discipline as being essentially

bicameral in structure, one division grounded in evaluation concepts and methods, the other

grounded in the content of the field. This is reminiscent of Cronbach’s classic article (1975)

titled “Beyond the Two Disciplines of Scientific Psychology”—one relating to the content of
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psychology, the other to the concepts andmethods of evaluation and research. In characterizing

R3, Scriven (2011a) noted that any discipline’s credentials have two dimensions: disciplinary

quality (the domain of evaluation) and content or territorial validity (the domain of the

field’s substance). The long-term recommendation here is that once R1 and R2 have firmly

established sound evaluation methodology—across all evaluation subdisciplines, the social

sciences, and possibly other disciplines—a given discipline should adopt rigorous evaluation

methods and employ qualified staff members to constitute its secondmain, evaluation division.

Accordingly, the involved disciplines are projected to have nonevaluative (content related)

and evaluative scopes of work. The work of the evaluation division would be enormous and

critically important, including evaluations of programs, personnel, products, training and

education, research, and so on, plus continuing education of the content division’s members in

the proper concepts, methods, and uses of systematic evaluation. Scriven (2011a) has stressed

that the reorganization suggested in R3 is not trivial, because leaders in most social sciences

are uneducated in regard to the proper concepts, methods, and uses of sound evaluation, as

it applies to all aspects of their field. They need to be taught to see and overcome errors of

the past, including (1) working from unjustified assumptions; (2) failing to address the most

important values-oriented questions (such as those concerning good, better, and best, and also

those concerning goals, needs, cultural fit, ethicality, side effects, costs, and sustainability); and

(3) counterproductively following a value-free doctrine of inquiry. In concluding his paper,

Scriven (2011a, 2013) claimed that R3 is going to take a great deal of work as well as a great

change in our conceptualization of the nature and role of both evaluation and (at least) the

social sciences. Evaluators and members of disciplines, according to Scriven, need to recognize

that any social science has limited value without including and making systematic use of

evaluation as a core component. Clearly, with his paper Scriven (2011a) offered rich food for

thought for those who wish to accept the challenge of his 3F and pursue projects to accelerate

the further development of the evaluation transdiscipline.

At this writing, we have just received the book based on the ClaremontGraduateUniversity

symposium that honored Scriven. Edited byDonaldson (2013), the book includes, in addition to

the chapters by Donaldson and Scriven, chapters by some of evaluation’s most prolific authors:

Rodney Hopson, Michael Patton, Ernest House, Daniel Stufflebeam, Christina Christie, Robert

Stake, Jennifer Greene, Karen Kirkhart, andMelvinMark. The ten chapters provide a rich view

of the iconoclastic contributions of one of the evaluation field’s most productive trailblazers.

Summary

This chapter has provided an overview of Scriven’s many conceptual, methodological, and

profession-building contributions to evaluation. Typically, his philosophically based recom-

mendations have been countermeasures to what he sees as wrong and dysfunctional in

traditional views of evaluation, especially a focus on developers’ goals. He has sharply crit-

icized both classical and more recent conceptualizations of evaluation. He has grounded

his consumer-oriented view of evaluation in basic philosophical propositions of objectivism

and pragmatism, and he has evolved concepts and methods to help articulate and apply
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his approach—especially needs assessment as a key basis for judging outcomes. He also has

been one of the foremost leaders in the effort to professionalize evaluation work, develop the

evaluation discipline, and extend its application and contributions into all other disciplines.

By following Scriven’s philosophy, an evaluator seeks to find those approaches that

best address the assessed needs of consumers. Scriven has developed many key evaluation

concepts, including apportionment evaluation, ascriptive evaluation,metaevaluation, and goal-

free evaluation. Hismain approach encompasses formative evaluation keyed to helping develop

sound programs and products and summative evaluation that assesses the merit, worth, and

significance of developed products and services. He developed the Key Evaluation Checklist

for applying his approach, as was illustrated earlier. He has argued against randomized

experiments as the supposed only approach to causal inference and has identified alternatives

for reaching cause-and-effect conclusions beyond a reasonable doubt. He sees evaluation as a

vital transdiscipline that is inherent in all disciplined intellectual and practical endeavors and

that needs to be developed and maintained as a discipline in its own right. Most recently, he

has written of the evaluation discipline’s past, present, and future revolutions.

REVIEWQUESTIONS

1. Without trying to formulate a verbatim response, how would you characterize Scriven’s

definition of evaluation?What is the role of judgment in Scriven’s approach to evaluation?

2. What is Scriven’s definition of needs assessment? How does he distinguish this definition

fromwhat he identifies as a commonly acceptedbut flawed concept of needs assessment?

What is the role of needs assessment in Scriven’s evaluation approach?

3. Why did Scriven distinguish between the goal and roles of evaluation?What are formative

and summative evaluations? How are they related to the distinction between goal and

roles? How might Scriven and Cronbach have differed in their rating of the relative

importance of formative evaluation and summative evaluation?

4. What is the distinction between goals-based and goal-free evaluation? Why did Scriven

say that goal-free evaluation is reversible? What general process is involved in conducting

a goal-free evaluation? What is the role of needs assessment in a goal-free evaluation?

5. What are the essential meanings of the basic evaluation acts of scoring, ranking, grading,

and apportioning? How are they different? How are they complementary?

6. What is metaevaluation? What roles are served by metaevaluation? Who should conduct

metaevaluations? What does Scriven see as the relevance of the Key Evaluation Checklist

to conducting a metaevaluation?

7. What is involved in the final synthesis step in an evaluation?What has Scriven identified as

flaws in evaluators’ typical practices in reaching bottom-line evaluative conclusions? How

has he addressed these flaws in his recommended approach to synthesizing evaluation

findings?
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8. Why is Scriven critical of evaluators’ use of the numerical weight and sum approach to

reaching evaluative conclusions?What does he see as themost grievousmistakes in using

this procedure? What is his qualitative weight and sum approach? What reasons does he

give for using theQWSprocedure to overcome themistakes involved in applying theNWS

approach?

9. Why does Scriven reject the position that randomized controlled experimental design is

the gold standard for reaching cause-and-effect conclusions? What general concept does

he advocate for assessing a program’s causal connections to outcomes?What does he see

as potentially acceptable alternatives to the experimental design approach to establishing

cause-and-effect relationships?

10. What is the essence of Scriven’s characterization of the third revolution in evaluation, and

how is it related to the two prior revolutions?

Group Exercises

Exercise 1

Critically appraise the claim that the value-free doctrine of the social sciences provides an

essential foundation for objectively evaluating a program.

Exercise 2

Define comparative and noncomparative evaluations, and give an example of each type.

Exercise 3

Are formative evaluation and summative evaluation conceptually and operationally distinct

concepts? Why or why not? What illustrations support your group’s responses to these

questions?

Exercise 4

If an evaluator judges a program at one point in time, does she lose her independence and

objectivity in regard to her future evaluations of the program? Why or why not? If yes, must

the evaluator terminate her relationship with a program once she has submitted her judgment

of it? If not, how can the evaluator avoid being co-opted by a program staff that acquiesces to

her initial judgments and recommendations? Does metaevaluation have a role in addressing

difficulties in this area? If yes, why? If not, why not?

Exercise 5

Define relativistic and objectivist philosophies of evaluation. List what your group sees as the

essential differences between these philosophies. Give examples of how two evaluators might
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differentially apply the two philosophies in evaluating the same program. Then discuss how

the contents of the final reports for these two evaluations would be likely to differ.

Exercise 6

Suppose your group is designing a course on program evaluation and that you have chosen

Scriven’s Key Evaluation Checklist as the advance organizer for the course’s content. Develop

an outline for this course.

Exercise 7

Obtain an issue of Consumer Reports for reference in completing this exercise. Then review

this chapter’s section on product evaluation and use its contents to address the following

questions:

1. To what extent does the Consumer Reports issue that your group obtained employ scoring,

ranking, grading, and apportioning in its product reviews?

2. To what extent are the product reviews vulnerable in regard to Scriven’s admonitions

against using the numerical weight and sum approach?

3. Is this issue of the magazine vulnerable to criticisms of its objectivity and independence?

Why or why not?

Notes

1. In adapting the checklist to conduct a particular metaevaluation, presumably one would need to

respond to the questions in the checklist, assess client and consumer needs in regard to the evaluation,

use this information to determine weights for each criterion in the checklist, and define judgment

levels. Then one could use the checklist to collect information about the completed evaluation on each

defined criterion, grade it on each criterion, profile it in regard to the criteria, consider its strengths

and weaknesses in consideration of the preassigned weights, and reach an overall conclusion about

the merit and worth of the evaluation.

2. Scriven has promoted this concept strongly since about 1991. A transdiscipline comprises a number

of autonomous applied fields, together with a core discipline whose principal mission is developing

tools for use by practitioners in the applied fields and other disciplines. Statistics, measurement,

logic, and now evaluation are perhaps the most important examples.
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CHAPTER 15

ROBERT STAKE’S RESPONSIVE OR

STAKEHOLDER-CENTERED EVALUATION

APPROACH

LEARNING OBJECTIVES

In this chapter you will learn

about the following:

• Key elements of Robert Stake’s

professional background and

influences

• Why Stake became disenchanted with

the use of standardized achievement

tests for evaluating educational

programs

• Why and how he advised evaluators

and educators to plan and conduct

evaluations that take evaluation’s full

countenance into account

• Definitions of the countenance

evaluation approach’s key components

• Details of Stake’s reconceptualization

and expansion of the countenance

evaluation approach into his

subsequent approach—referred to

here as the responsive or

stakeholder-centered evaluation

approach

• How Stake contrasted responsive

evaluation with preordinate

evaluation

• The main tasks of responsive

evaluation, including heavy emphasis

on observation of and ongoing

exchanges with a program’s full range

of stakeholders

Stake is the leading theorist in the school of evaluation

that we have categorized as social agenda and advocacy

evaluation.1 He has contributed uniquely to evaluation’s

philosophical and theoretical development. In response

to the sweeping federal requirements for evaluation that

were imposed on American education in the 1960s, Stake

(1967) introduced a new approach that became known

as the countenance model for evaluation. This approach

built on theorist Ralph W. Tyler’s notion (1942) that eval-

uators should compare intended and observed outcomes,

but it broadened the concept of evaluation by calling

for examination of background, processes, standards, and

judgments as well as outcomes. Stake developed his philos-

ophy of evaluation during the late 1960s and early 1970s,

and in 1975 (1975a, 1975b) he presented his extended

view under the label of “responsive evaluation.” This pre-

sentation retained the countenance approach’s emphasis

on examining the full countenance of a program, but it

broke sharply from the Tylerian tradition of gathering

data to discuss whether intentions have been realized.

Instead, Stake assumed, in presenting responsive eval-

uation, that a program’s intentions would change and

called for continuing communication between evaluator

and audience for the purposes of discovering, investi-

gating, and addressing issues. In his early writing, Stake

(1975b) stated that a rational judgment in evaluation is

a decision as to the relative importance of the standards

of different reference groups in deciding whether to take

some administrative action. Because of Stake’s emphasis
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on involving and serving the full range of a program’s stakeholders (Stake, 1975a, 1975b), we

have labeled his evaluation approach responsive or “stakeholder-centered” evaluation.

WeseeStake as the leaderof the social agendaandadvocacy school of evaluation,whichcalls

for a pluralistic, flexible, interactive, holistic, subjective, constructivist, and service-oriented

approach. Stake’s approach is relativistic in that the evaluator seeks no final authoritative

conclusion, instead interpreting findings against the different and often conflicting values of

stakeholders. Moreover, Stake has emphasized that the evaluator’s judgment, in regard to not

only evaluation design but also the expression of the quality of the evaluand, is one of the most

important judgments in his approach to gathering and analyzing a wide range of judgments.

It is noteworthy that Stake’s writings (1967, 1969, 1971, 1974) on evaluation initially focused

on education and later were expanded to assist with evaluations in additional disciplines and

service areas.

Stake’s Professional Background

In the 1950s Stake taughtmathematics at the U.S. Naval Academy Preparatory School and later

completed a PhD program in psychometrics at Princeton University. In 1963 he joined the

faculty at the University of Illinois, where he taught in the educational psychology department

and served as associate director of the Center for Instructional Research and Curriculum

Evaluation (CIRCE) under Thomas Hastings. Hastings had brought him to Illinois to do

research on instruction, but Stake’s interest was soon captured by the new work Hastings and

Lee Cronbach were doing in curriculum evaluation. When Hastings retired in 1978, Stake

became director of CIRCE and held that position until he retired in the early 2000s.

Factors Influencing Stake’s Development of Evaluation Theory

Stake’s thinking seems to have been influenced by several noteworthy factors. His early training

and experiences in mathematics, statistics, and measurement made him conversant with the

application of concepts and methods in these areas to the practice of educational evaluation.

As he became increasingly skeptical about the classical conception of measurement and its

employment in evaluation, his status as a trained expert in these areas gave credibility to his

attacks and counterproposals and influenced his audiences to seriously consider his views.

In themid-1960she attacked the classical viewof evaluation asnarrow,mechanistic, andnot

helpful (Stake, 1967). His disenchantment seems to have been inspired by Cronbach, who until

1964 was a professor at the University of Illinois. Cronbach (1963) had argued that evaluation’s

basic function in education should be to guide curriculum improvement, not to judge com-

pleted, packaged curricula; he had argued further that comparative evaluations of curriculum

alternatives based on average posttest test scores were neither informative nor helpful. Stake

(1967) later built on these claims when he argued against comparative experiments, called for

full descriptions of programs, and emphasized the importance of subjective information.

The influence of R. W. Tyler (1942), who had defined evaluation as determining the

extent to which valued objectives have been achieved, was also evident in Stake’s early writing.
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In his “countenance” paper, discussed further in the next section, Stake (1967) advocated

comparing intended and actual outcomes, but also recommended that evaluators consider

assessing antecedent conditions and ongoing transactions, intended and actual. In other

words, he expanded on Tyler’s thinking. This link between Stake’s and Tyler’s work seems

understandable, given that Tyler’s conceptualization had been the dominant view of evaluation

since the 1940s. (They were also fellow Nebraskans.) Further, both Cronbach and Hastings,

who had significant influence on Stake’s professional development, had studied under Tyler.

In particular, Hastings’s research demonstrated to Stake that teachers had little use for the

measurements and measurement concepts championed by specialists in educational testing.

Stake also was obviously influenced by Scriven’s argument (1967) that evaluators must

judge. Stake agreed that judgments must be included in evaluations, but he maintained, for a

number of reasons, that evaluators should collect, process, and report other persons’ judgments

and consider these along with their own.

Another main factor that clearly influenced Stake’s views about evaluation was CIRCE’s

involvement with various federally funded projects in the late 1960s, most of them housed at

universities. The projects were developmental in nature; although they were open to study,

observation, and feedback for improvement by evaluators, they were neither stabilized nor

available for controlled, variable-manipulating investigation by researchers. Many of these

projects were educational enrichment opportunities for the gifted or curriculum development

institutes for teachers. The federal evaluation requirements were in essence Tylerian, calling

for evidence that sponsored projects had achieved their objectives as measured by appropriate

achievement tests. Stake and his colleagues judged that available published achievement tests

were largely inappropriate for evaluating the federal education projects, especially because

published tests did not assess much of what teachers actually taught.

Stake’s 1967 “Countenance of Educational Evaluation” Article

Stake’s 1967 article, “The Countenance of Educational Evaluation,” was offered not as a specific

guide for designing an evaluation, but as general background reading for those facing such a

task. With this article, Stake wanted to help projects meet the federal evaluation requirements

in a manner both acceptable to the government and useful to staffs and other constituencies. In

presenting this article, Stake did not intend to offer a model (although many readers perceived

his recommendations as constituting one, hence the frequently used term countenance model).

Instead, he intended to provide an overview of evaluation. By the term countenance, he meant

the face of evaluation, the whole picture, an overview. He thought that different models

(or persuasions) would fit here or there, and the countenance representation was a grid or

map on which to locate them. Stake’s approach reflects an attempt to adapt and expand on

Tylerian evaluation to meet needs current at that time, and it presents a broad view of the

many forms of information that can be used to answer the questions of various clients. The

article’s main purpose was to help readers see the wide range of data that might be used in

an evaluation. Following its publication, the article was widely referenced in discussions of

educational evaluation.
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Stake chose the title of his 1967 article to convey a particular message to evaluation

specialists and educators in general. He said that few educators saw education “in the round”

(p. 523). In particular, he noted that formal evaluations often focus narrowly on a few variables

in a program (such as outcomes associated with objectives), and that informal evaluations often

reflect a few people’s opinions (but not carefully collected empirical data). He urged educators

and evaluators alike to recognize the shortcomings of their usual evaluation practices and

forthwith to pay attention to the full countenance of procedures and processes in a sound

evaluation and correspondingly to the full countenance of the program being evaluated.

The countenance of a sound evaluation, he said, includes (1) description and judgment of a

program; (2) data pertaining to the program’s intended and observed antecedents, transactions,

and outcomes; (3) the program’s rationale; (4) analyses of congruence and contingencies; (5)

identification of pertinent, often conflicting standards and judgments; (6) a variety of evaluation

tasks and associated procedures; and (7) formative and summative uses of findings.

Description

In considering description as a basic act of evaluation, Stake (1967) referenced the prior works

of R. W. Tyler (1942) and Cronbach (1963). The proponents of Tyler’s approach had focused

their descriptive efforts on discerning the extent towhich objectives had been achieved. Against

the advice of Tyler, who advocated using a wide range of data, they had narrowed their purview

by focusing on specific behavioral objectives and employing mainly standardized achievement

tests. Stake criticized this narrowness and supported Cronbach’s suggestion that educators

broaden their concept of achievements and ways of measuring them. Stake (1967) advised edu-

cators to implore “measurement specialists to develop a methodology that reflects the fullness,

the complexity, and the importance of their programs” (p. 524). More specifically, he stated,

The traditional concern of educational-measurement specialists for reliability of individual-

student scores and predictive validity . . . is a questionable resource. For evaluation of

curricula, attention to the individual differences among students should give way to

attention to the contingencies among background conditions, classroom activities, and

scholastic outcomes. (p. 524)

As discussed later in this chapter, Stake charged educators to fully describe intended and

actual antecedent conditions, instructional transactions, and outcomes, and to examine the

congruencies and contingencies among them.

Judgment

Stake (1967) agreed with Scriven’s position (1967) that an evaluation has not taken place until

a judgment has been made. But he questioned the wisdom of assigning the responsibility of

judgment solely to evaluation specialists. Giving evaluation specialists sole responsibility for

making a judgment he said, would be unrealistic for three main reasons. Educators, perceiving

that an evaluator would be the sole judge of their program, would be unlikely to cooperate with
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the evaluator’s data collection efforts. Moreover, evaluators might be censored or criticized by

those among their colleagues who believed that evaluators, acting as judges—as opposed to

objective inquirers—would make social science and behavioral research suspect. Finally, Stake

suggested that few evaluators would feel qualified to discuss what is best for a briefly known

school and community.

To respond to this dilemma, Stake (1967) put forward a compromise position. Although

he doubted that evaluators could or should act as sole or final judges of most programs

they evaluated, he thought they were uniquely qualified to collect and objectively process

the opinions and judgments of other people. His recommendation was that evaluations of

school programs should portray the merits and faults perceived by well-identified groups, and

he mentioned five groups as having important opinions about education: spokespersons for

society at large, subject matter experts, teachers, parents, and students.

This compromise recommendation satisfied Stake’s worry (1967) about Scriven’s assertion

(1967) that evaluators must render the final judgment. Especially, Stake claimed that his

recommendation obviated what he believed to be two questionable assumptions underlying

Scriven’s position on the evaluator’s responsibility to judge: (1) that a program judged best

would be best for all students, and (2) that local authority to judge is invalid if it results

in a judgment that is at odds with the common good. Evaluators would not have to make

either assumption if they gathered, processed, and reported judgments from a wide range of a

program’s stakeholders.

Format for Data Collection

Of central importance to Stake’s overall approach are the concepts of antecedents, transactions,

and outcomes. Stake (1967) commented that if evaluators would gather information about all

of these from a variety of sources, and then analyze and report that information, they would

more successfully approach the objective of dealing with the full countenance of evaluation

than they would by persisting in their attempts to determine whether objectives had been

achieved. Each of these three concepts is complex and requires explanation.

Antecedents

Antecedents refer to relevant background information. In particular, Stake saw this type of

information as including any condition existing prior to teaching and learning that may relate

to outcomes—for example, whether a student ate a good breakfast before coming to school,

whether he completed his homework assignment, or whether he got a good night’s sleep; or

whether the teachers’ union opposed required in-service training participation. Stake argued

that to fully describe and judge a program or learning episode, evaluators must identify and

analyze the pertinent antecedent conditions.

Transactions

Stake’s second class of information, the instructional transactions, includes students’ countless

encounters with other persons, such as teachers, parents, counselors, tutors, and other
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students. Stake advised evaluators to conduct a kind of ongoing process evaluation to discern

and document the program’s actual operations.

Outcomes

Outcomes pertain to what results from a program. These include abilities, achievements,

attitudes, and aspirations. They also include impacts on all participants: teachers, parents,

administrators, custodians, students, and others. They include results that are evident and

obscure, intended and unintended, short range and long range.

Stake used antecedents, transactions, and outcomes as core concepts to structure his view

of what should be done in describing and judging a program. For examining these core program

concepts he called for documenting a program’s intents and observations—that is, its intended

and observed antecedents, transactions, and outcomes.

Intents

By intents, Stake referred to all that is planned for, including antecedent conditions, teaching

and learning activities, and desired outcomes; he advised evaluators to study what educators

exclude as well as what they include under the heading of “intents” and to express educators’

intents in language that is meaningful to them (not necessarily in the form of behavioral

objectives).

Observations

Observations refer to antecedents, transactions, and outcomes that are observed and recorded.

Consistent with R. W. Tyler’s approach (1942), observations may be collected from a variety

of sources and using a range of data collection instruments. Stake (1967) advised evaluators to

search broadly for the existence of both intended and unintended occurrences.

The following list illustrates the kinds of descriptive information that an evaluator might

collect as viewed from Stake’s perspective:

1. The teacher said that students would enroll in the music appreciation class because they

wanted to be there (intended antecedent).

2. However, 40 percent of the students complained that their parents had coerced them into

enrolling (observed antecedent).

3. The music appreciation curriculum guide specified that students were to spend forty

minutes a week listening tomusic and twentyminutes discussing it (intended transactions).

4. The students were observed to spend, on average, nineteen minutes a week listening

to music, three minutes discussing it, twenty minutes in a study hall activity, and the

remainder of the time doing a variety of other things (observed transactions).

5. At the end of the course, the students were expected, among other things, to be able to

name the composers of selected musical pieces played for them (intended outcome).
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6. On average, the students correctly named the composers of two out of ten pieces that were

played for them; also, unexpectedly, a parent of one of the students contributed a sizable

sum of money to help expand the school’s music library (observed outcomes).

Although the preceding examples are simplistic, they illustrate one basic message Stake

(1967) was conveying: through studying intended and actual antecedents, transactions, and

outcomes, evaluators should be stimulated to describe programs more fully than if they zeroed

in on outcomes related to objectives. Basically, Stake provided evaluators with a two-by-three

description matrix that included intended and observed (on the vertical axis) antecedents,

transactions, and outcomes (on the horizontal axis). Stake acknowledged that the boundaries

between the cells in this descriptionmatrix are vague. But, he said, this situation is unimportant,

because the main intent is to stimulate evaluators to think broadly and to give them a heuristic

for doing so.

Program Rationale

Stake (1967) directed evaluators, in addition to describing a program of interest in relation to

the description matrix, to investigate the program’s rationale carefully. In effect, what are the

program’s philosophical background and purposes? Once informed of the program’s rationale,

the evaluator can use it as a basis for judging program intents. For example, does the planned

program constitute a logical step in implementing basic purposes? Stake also observed that the

rationale is of use in choosing reference groups that later will be called on to identify standards

and pass judgment.

In concluding his discussion of rationale, Stake cautioned evaluators not to overrationalize

a program. Evaluators should avoid imposing their philosophy and logic on the program.

They should characterize whatever rationale is found in the language of the program staff,

not necessarily their own. Although he did not say so, we presume further that Stake would

advise evaluators to call attention to problems they perceive in a program’s rationale, such as

ambiguity, inconsistency, illegality, or immorality.

Analysis

Following his explanations of description and rationale, Stake (1967) turned to a discussion of

ways descriptive information is analyzed. He identified congruence analysis and contingency

analysis as the two basic classes of analysis.

Congruence Analysis

Congruence analysis involves asking whether what was intended occurred. Were the observed

antecedent conditions congruent with those that were expected? Did teachers carry out

the directions of the curriculum guide? Were the intended outcomes achieved, and were

there additional outcomes? Congruence analysis essentially is identical to Provus’s recom-

mendation (1971) that evaluators search for discrepancies between what was intended and

what occurred.
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Contingency Analysis

In citing contingency analysis, Stake (1967) argued that because “evaluation is the search for

relationships that permit improvement of education, the evaluator’s task is one of identifying

outcomes that are contingent upon particular antecedent conditions and instructional trans-

actions” (p. 534). He explained further that it is important to investigate contingencies among

both intentions and observations. Until he developed responsive evaluation, contingency anal-

ysis was Stake’s approach to addressing clients’ frequent demands for information concerning

a program’s causes and effects.

The appropriate criterion for identifying and assessing contingencies between intended

antecedents and transactions and intended transactions and outcomes is logic. Is it reasonable

to assume that the expected background circumstances would permit exercise of the intended

instruction, and that the latter would lead to the intended outcomes? Stake observed that

evaluators, in conducting logical analyses, must rely on their previous experience with similar

populations and programs, suggesting that they might obtain useful insights by studying

relevant research literature and, we infer, reports of evaluations of similar programs. Logical

analysis of contingencies among intentions is important, as Provus (1971) observed, in guiding

judgments about a program’s theoretical soundness and structural adequacy.

Contingency analysis of observed conditions, according to Stake, is to be based on the

criterion of empirical evidence. Are there correlations between actual background circum-

stances and observed instructional activities, and between the latter and certain outcomes

(unintended and undesired as well as intended and desired)? Can any of the correlations be

defended as causal? Stake noted that contingency analyses require data fromwithin the program

under investigation and might involve review of data reported in relevant research reports.

Stake also concluded that the requirements associatedwith contingency analysis necessitate

special qualifications for the evaluatorsof givenprograms, including familiaritywith the relevant

theoretical and research literature and prior experience in studying similar programs. Because

a single evaluator is unlikely to have these specific qualifications, as well as all the analytical,

technical, communication, political, and administrative skills required in evaluation, Stake

argued that sound evaluation usually requires a team approach.

Standards and Judgments

The collection and analysis of descriptive and judgmental information and the description of the

program’s rationale provide the basis for the fourthmajor feature of the countenance approach:

identifying standards and formulating judgments about the program’s merit. Basically, Stake

(1967) advised evaluators to determine both standards and judgments for the three core

concepts of antecedents, transactions, and outcomes.

Standards

Stake (1967) defined standards as explicit criteria for assessing the excellence of an educational

offering. He observed that school grades, standardized test scores, and opinions of teachers are

not good indicators of the excellence of students; in general, according to Stake, the evaluations
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then in vogue did not havewide reference value. He cautioned that in a healthy society, different

parties should be expected to have different standards. He also cited and supported the claim

by Clark and Guba (1965) that different stages in curriculum development involve different

criteria. In regard to the complexity of settling on appropriate evaluative criteria, he advised

evaluators to make known, with as much scope and clarity as possible, which standards are

held by whom and to take into account both general, pervasive standards and the judgments

made by individuals and groups about a particular program.

Judgments

Stake’s concept of judgments is inextricably tied to his view of standards. He said, “Rational

judgment in educational evaluation is a decision as to how much to pay attention to the

standards of each reference group (point of view) in deciding whether or not to take some

administrative action” (Stake, 1967, p. 536). Moreover, he identified two types of standards to

serve as bases for judgments: absolute standards (personal convictions about what is good and

desirable in a program) and relative standards (characteristics of alternative programs that are

deemed to be satisfactory).

Evaluation Tasks

Although Stake (1967) has not portrayed evaluation as any kind of orderly process, the following

tasks are more or less inherent in the process he recommended:

1. The evaluator collects and analyzes the descriptive information and describes the program’s

rationale.

2. The evaluator identifies the absolute standards—those formal and informal convictions

held by relevant reference groups concerning what standards of excellence the program

should meet.

3. The evaluator gathers descriptive data from other programs and derives relative standards

against which to compare the program of interest.

4. The evaluator assesses the extent to which the program being evaluated meets the absolute

and relative standards.

5. Singly or in collaboration with others, the evaluator judges the program (that is, decides

which standards to heed).More specifically, he or she assigns aweight, a level of importance,

to each set of standards.

Formative Versus Summative Evaluation

In contrasting relative and absolute standards, Stake (1967) cited a pertinent disagreement

between Scriven andCronbach. Cronbach (1963) had charged that curricula-comparing studies

are poor investments because they do not generalize well to the local situation and because

alternative programs have evolved to serve the needs of different groups and have different

purposes. In general, he had advised evaluators not to conduct comparative studies, but
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instead to perform in-depth process studies aimed at helping to improve individual programs.

Scriven (1967), in contrast, had called for direct comparison of a program with its “critical

competitors” as the best basis for judging a program’s merit. Whereas Scriven’s favored frame

of reference was Consumer Reports magazine, which evaluates competing consumer products

and services, Cronbach (1963) recognized that the educators of the 1960s needed evaluations

not of completed educational products and services, but of the processes involved in developing

those products and services. Scriven (1967) acknowledged the need for process studies of the

type called for by Cronbach in 1963 (Scriven called these “formative evaluations”) but said

they were (at least then) of secondary importance in relation to comparative studies aimed at

judging a program’s relative merit (he called these “summative evaluations”).

Stake (1967) saw a need for both types of studies and observed that their relative importance

would vary according to the purpose of the evaluation to be undertaken. That is, he argued

that the full countenance of evaluation involves different uses of evaluation reports. He saw

comparative summative evaluations as needed by an educator faced with a decision of which

program to adopt, but not by the curriculum specialist faced with the task of designing and

developing a new program or with responsibility for improving an existing program. The

latter’s evaluation needs would be served better by the formative type of study advocated by

Cronbach (1963).

Stake’s Advice for Applying the Countenance Approach

In concluding the countenance article, Stake (1967) acknowledged the difficulty of using

his approach strictly in accordance with his explanation of it. He reiterated that a team

approach is usually required. Specializations to be reflected by the team might include

instructional technology, psychometric testing and scaling, research design and analysis,

dissemination of information, social anthropology, economics, and philosophy. He also called

for the development of new and better ways of processing judgments and for ways of making

evaluations less intrusive. In regard to the last point, he said that the countenance of evaluation

should be one of data gathering that leads to decision making, not to troublemaking.

In spite of the difficulties of implementing this approach, Stake urged educators to make

their evaluations more deliberate and formal. He suggested they clarify their responsibilities in

regard to individual evaluations by answering five questions:

1. Is the evaluation to be descriptive, judgmental, or both?

2. Is the evaluation to emphasize antecedents, transactions, outcomes, and/or their functional

contingencies?

3. Is the evaluation to emphasize congruence?

4. Is the evaluation to focus on a single program, or will it be comparative?

5. Is the evaluation intended to guide development, or will it be used to choose among

available curricula?

Finally, Stake looked to the future and urged that evaluations be used to develop a base of

knowledge about education. He urged educators to develop data banks documenting causes
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and effects, congruencies among intents and accomplishments, and a panorama of judgments

from those concerned with the programs evaluated.

Summary of Key Points Related to Stake’s Countenance Approach

The following major points are drawn from the countenance article (Stake, 1967):

• Evaluations should help audiences see and improve what they are doing.

• Evaluators should describe programs in relation to antecedents and transactions as well as

outcomes.

• Side effects and incidental gains as well as intended outcomes should be studied.

• Evaluators should avoid rendering final, summative conclusions and instead collect,

analyze, and reflect the judgments of a wide range of people having interest in the object

of the evaluation.

• Experiments and standardized tests are often inappropriate or insufficient to meet the

purposes of an evaluation and should frequently be replaced with or supplemented by a

variety of methods, including those that are subjective and may employ soft data as well

hard data.

Responsive Evaluation Approach

We turn now to Stake’s extension of his philosophy of evaluation, leading to what we know as

responsive evaluation. This extension appeared in ProgramEvaluation: Particularly Responsive

Evaluation, which Stake (1975b) presented at the Conference on New Trends in Evaluation in

Gotenborg, Sweden, and in several other publications (for example, Stake, 2004a). With the

issuance of this paper, responsive evaluation replaced countenance evaluation as the popular

term to describe Stake’s approach. However, this new formulation retainedmuch of what Stake

had included in his 1967 countenance article. The major departure was that he turned sharply

away from R. W. Tyler’s objectives-based (1942) orientation. In fact, he presented responsive

evaluation as much in terms of its differences from Tylerian evaluation as in terms of its own

unity, wholeness, and integrity. In essence, then, the 1967 countenance article served as a

bridge between Tylerian, or preordinate, evaluation and a new and relatively distinct view of

evaluation: responsive evaluation. Stake (1975a) said that in fact, the responsive view reflects

the long-standing practice of informal, intuitive evaluation, somewhat formalized.

In introducing responsive evaluation, Stake (1975b) noted that his attention was on

evaluation of programs, which might be strictly or loosely defined; big or small; and, we

infer, ongoing or ad hoc. He asked his audience, in considering his approach, to assume that

someone had been commissioned to evaluate a program and that the program most likely was

under way. He noted that there would be a specific client group or several audiences to be

served and that usually they would include those responsible for carrying out the program. The

evaluator, Stake observed, would be responsible for communicatingwith the specific audiences.

These guiding assumptions clearly are consistent with tenets of the 1967 countenance article:
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that the evaluator’s point of entry usually comes sometime after a program has started and

that the evaluator’s main role usually will be to provide useful evaluative information to those

persons who are operating the program being evaluated.

Responsive Evaluation Contrasted with Other Approaches

Stake (1975a) identified responsive evaluation as an alternative to eight other evaluation

approaches: (1) the pretest-posttest model, preferred by most researchers; (2) the accreditation

model involving a self-study and visit by outside experts (liked by educators, according to Stake,

if they can choose the visitors, but disliked by researchers because it relies on secondhand

information); (3) the applied research on instruction model, advocated by Cronbach (1963);

(4) consumer-oriented evaluation, recommended by Scriven (1967, 1974); (5) decision- and

accountability-oriented evaluation, proposed by Stufflebeam (1971a); (6) metaevaluation,

introduced by Scriven (1969b); (7) goal-free evaluation, conceptualized by Scriven (1973); and

(8) adversarial evaluation, advocated by Owens (1973) and Wolf (1975). Stake saw the first

two of these as the primary models of program evaluation and chose specifically to present

responsive evaluation as a clear-cut alternative to the pretest-posttest model, which he labeled

“preordinate evaluation.”

Key Proponents of Responsive Evaluation

Stake identified responsive evaluation as an approach being advocated by Parlett and Hamilton

(1972), MacDonald (1975), L. M. Smith and Pohland (1974), Rippey (1973), and Abma (2006).

Fundamentally, he said, the approach is focused on settings where learning occurs, teaching

transactions, judgment data, holistic reporting, and giving assistance to educators. Although

Abma (2006) has, as already noted, been a proponent of responsive evaluation, Stake (2013)

rejected Abma’s view that responsive evaluation should be oriented to action and instead stated

that it is acceptable for responsive evaluations to help stakeholders improve their perceptions

of an object’s quality.

In grounding the responsive approach, Stake (1975a) subscribed to a generalized definition

of evaluation that he attributed to Scriven. According to our understanding of this definition,

for Stake an evaluation is an observed value of a program or other evaluand compared to some

standard for the evaluand. Stake characterized this definition in the following equation:

Evaluation =
Whole constellation of values held for a program

Complex of expectations and criteria that different people have for a program

Stake noted that the evaluator’s basic task is neither to solve the equation numerically nor, as

he said Scriven had advocated, to obtain a descriptive summary grade for the subject program.

Instead, Stake advised the evaluator to make a comprehensive statement of what a program is

observed to be and to reference the satisfaction and dissatisfaction that appropriately selected

people feel toward the program. In discussing responsive evaluation, Stake did not refer to

the evaluator as formally gathering standards, rating them for importance, and reducing the

ratings to an overall judgment.
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In recent correspondence, Stake noted that what happened—both objectively and

subjectively—is the key to describing a program. In regard to the collection, analysis, and

reporting of judgments, he noted that these judgments are more intellectual concepts than

feelings. Although he said the evaluator should acknowledge feelings, he also stated that these

should seldom be the main data.

Responsive Versus Preordinate Evaluation

Throughout his presentation, Stake repeatedly contrasted responsive evaluation with preordi-

nate evaluation. Stake’s eleven key distinctions are summarized in Table 15.1.

Purpose

The first and perhaps most telling distinction concerns the inquiry’s purpose. The purpose

of a preordinate evaluation usually is seen to be focused narrowly on answering a standard

Table 15.1 Main Distinctions Between Preordinate and Responsive Evaluation

Distinction Preordinate Evaluation Responsive Evaluation

Purpose To determine the extent to which goals and

objectives were achieved

To help stakeholders discern and address

strengths and weaknesses
...................................................................................................................................................................................................
Scope of services Meets information requirements as agreed on

at the outset of the study

Responds to audience information

requirements throughout the study
...................................................................................................................................................................................................
Written agreements Obligations of an evaluation’s formal parties

negotiated and defined as specifically as

possible at a study’s beginning

Purposes and procedures outlined very

generally from an evaluation’s outset and

evolved during the study
...................................................................................................................................................................................................
Main orientation Program intents, indicator variables Program issues, events
...................................................................................................................................................................................................
Design Prespecified Emergent
...................................................................................................................................................................................................
Methodology Reflective of the research model: intervene and

observe

Reflective of what people do naturally: observe,

interpret, and particularize
...................................................................................................................................................................................................
Preferred techniques Experimental design, behavioral objectives,

hypotheses, random sampling, standardized

tests, summary statistics, and research-type

reports

Case study, expressive objectives, purposive

sampling, observation, adversarial hearings,

expressive reports, and storytelling

...................................................................................................................................................................................................
Communication between evaluator

and client

Formal and infrequent Informal and continuous

...................................................................................................................................................................................................
Bases for valuational interpretation Compares assessed outcomes to prestated

objectives, performance by a norm group, or

performance of a competitive program

Compares information gathered about a

program to different value perspectives of

people at hand
...................................................................................................................................................................................................
Key trade-offs Sacrifices direct service to those in the program

to produce objective research reports

Sacrifices some precision in measurement to

increase usefulness
...................................................................................................................................................................................................
Provisions for reducing bias Use of objective procedures and an

independent perspective

Operational definitions of ambiguous terms

and replications of the assessed program, plus

comparison of results for the alternative

versions of the program
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question: To what extent were the preestablished objectives achieved? A responsive evaluation,

in contrast, is aimed at helping the client understand problems and uncover strengths and

weaknesses in a program (as seen by various groups).

Scope of Services

The second distinction concerns the scope of services that the evaluator provides. In a

preordinate evaluation, the evaluator collects, analyzes, and reports findings in accordance

with a strict, prespecified plan. The responsive evaluator, in contrast, searches for pertinent

issues and questions throughout the study and attempts to respond in a timely manner by

collecting and reporting useful information, even if the need for such information had not been

anticipated at the study’s beginning. In general, the preordinate evaluation’s scope is narrow

compared with the broad range of issues that might be considered in a responsive evaluation.

Written Agreements

Another distinction is in the formality and specificity of the written agreements governing

the evaluation. Often formal obligations of the main parties to the evaluation are agreed to in

writing at the study’s outset in either type of evaluation. However, contracts for preordinate

evaluations are likely to be formal, specific, comprehensive, and binding, whereas those for

responsive evaluations are likely to be general, flexible, and open ended.

Main Orientation

A fourth difference between the two types of evaluation is in their respective orientations. Pre-

ordinate evaluators examine program intents, including especially the objectives, procedures,

and timeline laid out in the program proposal, to decide what information to gather. In effect,

they are predisposed to gathering those data required to ascertain whether the program’s

objectives have been achieved and sometimes whether the program has been carried out as

designed. Responsive evaluators do not let the rhetoric of the proposal be so determining.

Guided by certain expectations of what will be important, they examine program activities and

problems but remain free to settle on certain events or questions as most important. They see

preoccupation with program proposals as akin to putting on blinders.

Designs

The two types of studies are guided by designs of considerably different types. Designs for

preordinate evaluations are prespecified asmuch as possible, because the objectives of the study

are given and because the controls, interventions, and definitions of constructs common to this

type of studyneed to be arranged at the outset.Designs for responsive evaluations aremore open

ended and emergent, building to narrative description rather than aggregating measurements

over cases. Controls and program interventions are seldom planned in responsive evaluations.

The evaluator intends, throughout the study, to discover and respond to those questions

deemed important by various stakeholders.
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Methodology

Coinciding with the difference in types of designs is a marked difference in the methodological

approaches used in the two types of evaluation. Preordinate evaluations in general employ

the experimental design approach prevalent in research investigations. Here the evaluator

usually intervenes with two or more treatments, assigns them to two different but comparable

groups, observes their relative impact on students or other research subjects as measured by

a few criterion variables, and tests hypotheses about their differential effects. According to

Stake (1975a), preordinate evaluation reflects more a stimulus-response model, and responsive

evaluation reverses the sequence. Responsive evaluation is response-stimulus evaluation in the

sense that the evaluator responds first—that is, observes a naturally occurring program. The

responsive evaluator does not assign subjects to treatments or control the program’s delivery.

The evaluator does, however, stimulate actions in the program by reporting what has been

observed to the client group. In general, the methodologies of preordinate evaluation and

responsive evaluation are experimental and naturalistic, respectively.

Preferred Techniques

Different techniques are preferred in the two approaches. In preordinate evaluation, the

techniques of choice are experimental design, behavioral objectives, hypotheses, random

sampling, standardized tests, inferential statistics, and research-type reports. Techniques

preferred by responsive evaluators are case study (Stake, 1988, 1994, 1995; Stake, Easley,

& Anastasiou, 1978; Stauffer, 1941); expressive objectives; purposive sampling; observation;

adversarial hearings; narrative reports; and storytelling to provide stakeholders with vicarious

experiences related to the program (that is, feelings about the program’s nature and quality

based on imagined participation in the experiences of the program’s participants).

Communication Between Evaluator and Client

Communication between evaluator and client in the two types of studies serves different

purposes. In a preordinate study, communication is employed to reach advance agreements

about how and why the study will be conducted, to check periodically during the study to

ensure that participants are fulfilling their responsibilities, and to present the final report. In

general, the preordinate evaluator tries to communicate formally and infrequently with the

client. Conversely, communication between the responsive evaluator and client is intended

to be informal and frequent. As opposed to being prearranged, communication in responsive

evaluation should occur more naturally. Stake (1975a) viewed a fairly relaxed and continuous

exchange between evaluator and client as essential, because the intent is to carry on a conti-

nuous search for key questions and provide the client with useful information as it becomes

available.

Bases for Valuational Interpretation

The two types of evaluation also differ in their respective approaches to valuational interpre-

tation. In attaching value meaning to observed outcomes, the preordinate evaluator refers to
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prestated objectives or to the performance level of a norm group or students in a competitive

program. The responsive evaluator does not necessarily exclude these sources, but he or she is

sure to refer to the different value perspectives of those people actually involved in the specific

program under study. Moreover, the responsive evaluator does not seek a single conclusion

about the program’s goodness or badness, but instead tries to reflect all the interpretations

obtained from the reference groups.

Key Trade-Offs

Stake consistently acknowledged in his writings (1975a, 1976) that evaluations serve a wide

range of purposes and legitimately may follow different approaches. Although he explained

his general preference for responsive evaluation, he also noted that there are always trade-offs

with any approach. Specifically, he said that preordinate evaluations sacrifice direct service to

those in the subject program to produce more rigorous, objective research reports. Responsive

evaluations sacrifice some precision in measurement to increase the usefulness of the reports

for those involved in the particular program.

Provisions for Reducing Bias

The eleventh and final distinction between preordinate evaluation and responsive evaluation

concerns provisions for reducing bias, a dominant theme in preordinate evaluation. In

preordinate evaluations, objective procedures and independent perspectives are employed to

ensure that the obtained information will stand certain tests of technical adequacy. Responsive

evaluation also has tests of technical adequacy, but they are less easily verified. Responsive eval-

uation emphasizes the importance of subjective information and deemphasizes the use of

standardized, objective techniques, allowing some greater bias. Stake (1976) has maintained

that there are other ways to reduce bias. In particular, he has urged responsive evaluators

to check for the existence of stable and consistent findings by employing redundancy in their

data-gathering activities and replicating their case studies. He also advised that they promote

understanding of their reports by presenting operational definitions of ambiguous terms. But,

all in all, Stake has been more willing to leave bias for the reader to identify and interpret.

Table 15.1 presented our perception of the main distinctions between preordinate and

responsive evaluation. Table 15.2 contains a different kind of comparison: Stake’s estimates

(1975b) of the percentages of time that preordinate and responsive evaluators would devote to

different evaluation activities in a typical case. Stake’s estimates reflect, so far as we know, only

his opinion and may be considerably at odds with other views of reality.

Centrality of Communication in Responsive Evaluations

In discussing his comparison of preordinate evaluation and responsive evaluation, Stake

(1975b) emphasized that a main thematic difference is in the purposes, amounts, and kinds

of communication with the client. The preordinate evaluator communicates with the client
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Table 15.2 Stake’s Estimates of How Preordinate and Responsive Evaluators

Allocate Their Time

Tasks Preordinate Evaluation Responsive Evaluation

Identifying issues, goals 10% 10%
..................................................................................................................
Preparing instruments 30% 15%
..................................................................................................................
Observing the program 5% 30%
..................................................................................................................
Administering tests 10% —
..................................................................................................................
Gathering judgments — 15%
..................................................................................................................
Learning client needs — 5%
..................................................................................................................
Processing formal data 25% 5%
..................................................................................................................
Preparing informal reports — 10%
..................................................................................................................
Preparing formal reports 20% 10%

Source: Adapted from Stake, R. E. (1975). Program evaluation, particularly responsive evaluation

(Occasional Paper Series, Paper #5). Kalamazoo: Western Michigan University, Evaluation Center.

before the study to establish the conditions necessary to carry it out; little or not at all

during the study because such communication then might bias the way the program operates;

and formally at the conclusion of the study through a printed report conveying a detailed

description of evaluation design, activities, and findings. In contrast to this characterization of

stilted, mainly one-way communication, Stake’s depiction of the responsive evaluator is one of

someone engaging continuously in two-way communication to learn of important issues that

the client wants investigated and, as information becomes available, to provide the client with

useful feedback.

Stake (1975b) charged that reporting by preordinate evaluators is too focused and limited.

He said that preordinate evaluation’s formal and technically sophisticated appearance causes

clients to mistake its messages for truth too easily. He also said that because of the preordinate

evaluator’s dependence on mathematical equations and formalistic prose, she or he is unlikely

to tell the client what the program was actually like.

Tohelp themavoid thepitfalls of preordinate reporting, Stake advised responsive evaluators

to develop their powers of communication, indicating that they should usewhatever techniques

are effective in helping their audiences gain a vicarious feel for the nature of the program.

He suggested using storytelling (see Denny, 1978) to portray complexity, and said that more

ambiguity rather than less might be needed in their reports. In general, he said, evaluation

reports should reveal the multiple realities of an educational experience—that is, the different

views and understandings that different participants and observers have in regard to the

experience.

In roundingout his comparisonof the twoapproaches, Stake said that responsive evaluation

will be criticized for its sampling error, but that the size of the errormay be small comparedwith

the gains through improved communication with the audience. He acknowledged, however,

that the preordinate approach is needed and sometimes does a more effective job.
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Substantive Structure of Responsive Evaluation

Beyond contrasting preordinate evaluation and responsive evaluation, Stake (1975b) expanded

on his concept of responsive evaluation. He did so especially by describing its substantive

structure (we infer that structure to include the types and sources of content to be considered

in planning and conducting a responsive evaluation) and functional structure (we infer that

structure to include the generic tasks to be completed in conducting a responsive evaluation).

Stake identified advance organizers as the first part of the substantive structure. In

responsive evaluation, he saw these as issues.We infer that by the term issues hemeant areas of

disagreement, uncertainty, and concern. He said an issue is a useful advance organizer because

it reflects a sense of complexity, immediacy, and valuing. Although it provides direction for

investigation, it militates against the narrowly focused gathering of quantitative data. Stake

advised the evaluator (1) to become familiar with the program by talking with people, (2) to

reach a mutual understanding of the existence of certain issues, and then (3) to use the issues

as a structure for further discussions and for developing data collection plans. He emphasized

that the evaluator should identify and respond to issues throughout the evaluation.

Stake identified the second part of the substantive structure of responsive evaluation as

consisting of the data collection format in his countenance article (Stake, 1967). Looking

beyond issues, he saw this format as providing further structure for data gathering. Using

the data-gathering format of the countenance model, the evaluator would seek to identify

multiple, even contradictory, perspectives and to checkon congruencies and contingencies. The

relevant observations include the program’s rationale; its intended and observed antecedents,

transactions, and outcomes; various standards that different groups believe the program should

meet; and their different judgments of it.

Stake identified human observers as the third part of the substantive structure of responsive

evaluation. He underscored their importance, claiming that they are the best instruments for

investigating many evaluation issues.

The fourth and final part of the substantive structure of responsive evaluation is validation.

The responsive evaluator, according to Stake, must obtain sufficient information from numer-

ous independent and credible sources to accurately represent stakeholders’ perceptions of the

program’s status, however complex.

Functional Structure of Responsive Evaluation

Stake next considered the functional structure of the responsive evaluation approach. In

discussing how to evaluate responsively, he said that the approach requires a large expenditure

on observation. Further, he said that there are no linear phases: observation and feedback are

important throughout the evaluation.

Twelve Key Tasks in Responsive Evaluations

Having given these provisos, Stake presented the functional structure of responsive evaluation

in the form of twelve tasks that might be represented as the hours on a clock. He emphasized
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that this is not a standard clock; it moves clockwise, counterclockwise, and cross-clockwise in

whatever way is required to best meet the client’s needs. We presume that he intended the

notion of a clock only as a heuristic, not as a set of technical guidelines, because in the article

he neither explained nor illustrated its use. We offer the following interpretation of how an

evaluator might address the twelve tasks:

Twelve o’clock: The evaluator talks with the client, program staff, and audiences. These

exchanges occur often during the evaluation and touch on a wide range of topics, such

as whether the client wants an evaluation and, if so, why; what the client sees as the

important questions; what the client thinks of the evaluator’s representations of value

questions, activities, curriculum content, or student products; and the like.

One o’clock: The evaluator, in collaboration with the client, examines the scope of the

program to be evaluated. Often what is inside and outside a program is perceived

variously and ambiguously.

Two o’clock: The evaluator overviews program activities. This is a rather unstructured,

exploratory, characterizing activity, because the step at seveno’clock calls for structured

observations using some of the data collection constructs provided by the countenance

article.

Three o’clock: The evaluator seeks to discover purposes for the evaluation and concerns

that various people have about the program.

Four o’clock: The evaluator analyzes the issues and concerns and synthesizes them to

provide a basis for determining data needs. To accomplish this conceptualization, the

evaluator might gather different viewpoints of what is and is not currently worthwhile

in the program and what should be added.

Five o’clock: The evaluator identifies data needswith respect to investigating the issues. This

would be a rather interactive derivation from the issues’ conceptualization, involving

working back and forth between potential sources of data and contexts where the

issues and concerns are best investigated.

Six o’clock: The evaluator plans the data collection activities, makes a plan of observa-

tions, selects observers and instruments (if any), identifies records to be examined,

selects samples (perhaps), and arranges for observations and other data collection

activities.

Seveno’clock: Theevaluatorobserves antecedents, transactions, andoutcomes.Wepresume

the evaluator would also examine the program’s rationale and collect standards and

judgments pertinent to the program’s antecedents, transactions, and outcomes.

Eight o’clock: The evaluator analyzes the obtained information by developing themes

seen in the information, using it to prepare portrayals of the program and perhaps

doing case studies. With the help of observers, the evaluator might develop brief

narratives, product displays, graphs, photographic displays, sketches, a sociodrama,

taped presentations, and the like.
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Nine o’clock: The evaluator checks the validity of findings and analyses. Various tests of

the quality of records are conducted. Program personnel then react to the portrayals,

especially in terms of their accuracy and importance.

Ten o’clock: The evaluator winnows and formats information to make it maximally useful

to audiences. Audiences should be informed of the assembled data and queried on

what information would be of most value to them. Reactions should be collected

from authority figures and other audience members. The evaluator should then design

forms of communication so as to maximize available information, so that he or she

can respond to the different needs of the difference audiences.

Eleven o’clock: The evaluator prepares formal reports if they are required. Depending on

prior agreements with the client and audience needs, a printed report may not be

necessary.

Responsive Evaluation’s Overall Strategy

We suspect that the main message of the evaluation clock is to be found not in its twelve tasks,

but in the general strategy it implies. Stake elaborated on this responsive evaluation strategy in

terms of its utility and legitimacy compared with that of preordinate evaluation. He observed

that explicitness (of referenced information, we assume) is not essential to indicate worth,

and that the type of explicitness advocated in preordinate evaluation increases the danger of

misstatement (and, we assume, misguided confidence in the findings). In deciding how much

and in what form to communicate, according to Stake, audiences’ purposes are paramount. He

said that different styles of evaluation will serve different purposes and noted that the evaluator

may need to discover what bases for evaluative conclusions the members of the audience

honor as legitimate. Stake claimed that responsive evaluation can be useful in both formative

evaluation (when the staff needs help in monitoring its program) and summative evaluation

(when audiences want to understand program activities, strengths, and shortcomings, and

when the evaluator feels a vicarious experience should be provided). He acknowledged that

preordinate evaluation is the preferred approach when assessments of goal achievement,

the keeping of promises, or the verifiability of hypotheses are sought. He also agreed that

the measures in preordinate evaluation are more objective and reliable. Nevertheless, Stake

concluded that all evaluation should be adaptive; obviously, he saw responsive evaluation as

clearly superior in meeting this standard.

An Application of Responsive Evaluation

An early application of responsive evaluation (Stake & Davis, 1999) was an evaluation for the

Veterans Benefits Administration (VBA) of its program to improve letters being written by

VBA staff to veterans. This program, Reader FocusedWriting (RFW), was recommended by the

Task Force on Simplified Communication to reengineer all of VBA’s written communication.

Long-standing dissatisfaction with VBA’s written responses to veterans’ requests for VBA

services stimulated VBA leaders to develop a program to systematically train VBA staff in how
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to write effective letters in response to veterans’ requests. The program was introduced in 1976

and discontinued in 1997.

The Client’s Request for an Evaluation

Following the program’s discontinuation, VBA leaders approached Stake to conduct essentially

a summative evaluation of RFW. The evaluation was to be conducted within ninety days and

to be supported by $30,000. Its goals were to evaluate RFW’s focus, impacts, and training

methods; to assess VBA’s infrastructure and its support of RFW; and also to determine ways to

strengthen the program.

First Steps in Planning the Evaluation

In planning the evaluation, Stake and his colleagues decided to give emphasis to regional office

staff members who had participated in the satellite RFW training sessions. The evaluation

team’s first step was to create a list of issues for use in studying the implementation and quality

of the training. The identified issues were then used to determine seven essential evaluation

questions and nine others that might or might not be important.

Formulating the Evaluation Questions

The evaluation questions initially judgedmost important focused onRFW’s effects in producing

better letters to veterans and its practices at the regional offices; quality of the training and

of the supervision of writers; trainees’ and administrators’ impressions of the program;

and side effects. Evaluation questions judged of lesser importance focused on such matters as

analysis of staffers’ varying writing responsibilities, staff turnover, skills needed to understand

veterans’ needs, interaction of voice and written counseling, advantages and disadvantages of

standardizing training, and VBA’s support for mainstreaming and continuing to strengthen

letter-writing practices.

Next the evaluators engaged stakeholders—sponsors of the training, regional office staffs,

trainers, trainees, and the veterans to whom letters were written—to review the draft questions

and revise and extend them to ensure the evaluation would address stakeholders’ most

important questions. Here we see that responsive evaluation is very much an interactive

process, with evaluators preparing stimulus materials, stakeholders reacting to the materials,

and evaluators responding to best address stakeholders’ interests and needs.

Proceeding with a Responsive Evaluation

From this point forward, the evaluation was very much a responsive evaluation. The methods

were mainly qualitative, relying heavily on observation, document review, and discussion and

little on precise measures and statistical analysis. Stakeholders were engaged throughout the

evaluation. The pervasive aim was to understand program implementation, context, and out-

comes, with findings to be based heavily on stakeholders’ experiences and perceptions of RFW’s

value. Reporting of findings was intended to be oriented toward enabling readers to reach their
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own conclusions about RFW’s importance, quality, effectiveness, strengths, and weaknesses. In

the end, though, the evaluators synthesized stakeholders’ assessments and incorporated them

into their bottom-line judgments of RFW.

Substantive Structure

The evaluation’s substantive structure included evaluations of RFW’s needs, goals, and plan; the

impact of the training; the quality of the training approach; the impact of VBA infrastructure

on the training program; and grounds for continuing RFW. As in Stake’s countenance of

evaluation approach, the collection of information included variables related to the program’s

background and context, transactions, and outcomes, and also its rationale. Short of presenting

specific recommendations, the evaluation plan also provided for considering the pros and cons

of reinstituting RFW and how this might be pursued.

Functional Structure

The evaluation’s functional structure is summarized in Table 15.3. Five training sites were

involved. As shown, study responsibilities were divided among four principal evaluation team

members. Among the key methods were document analysis (including pre- and posttraining

comparison of letter files), characterization of RFW, site visits, telephone and face-to-face

interviews, conference calls, focus groups, surveys, letter-writing simulations, and writing

of interim and final reports. (It is amazing how much data collection and interaction with

stakeholders occurred, given the small evaluation budget and the study’s short timeline.)

Metaevaluation

The final report included ametaevaluation chapter by Stephen Kemmis, a professor in Victoria,

Australia. Kemmis is an internationally recognized educational researcher. Early in his career,

he served on the faculty of the University of Illinois, where he closely worked with Stake.

Kemmis conducted the metaevaluation by reviewing the evaluation’s archives, interviewing

evaluation team members, attending a meeting of the evaluation’s advisory committee, and

conducting an “evaluation court.” He completed the metaevaluation while the final evaluation

report was being prepared. Thus, the metaevaluation was a source of formative input for the

evaluators and also, perhaps, a working draft of a final summative metaevaluation report, had

one been requested. Notably, Kemmis had almost no opportunity to assess the evaluation’s

impacts on the letter-writing program.

Basically, Kemmis’s metaevaluation was goals based, primarily because he assessed the

extent to which the evaluation achieved its goals. His metaevaluation also had elements of

responsive evaluation in his airing of concerns (about the study’s quality, control of bias,

operation, issues, context, and utility) for discussion in his evaluation court. Participants in the

evaluation court were listed as the evaluation team, a representative of the evaluation’s advisory

committee, and a representative of the VBA central office staff. Possibly a number of additional

stakeholder perspectives might have been represented in a fully responsive evaluation court,
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Table 15.3 Functional Structure for Evaluating VBA’s Letter-Writing Improvement Program

Tasks First Evaluator

Site 1

Second Evaluator

Sites 2 and 4

Third Evaluator

Site 5

Fourth Evaluator

Site 3

Review the program X (Describe the

rationale, goals,

operations)
...................................................................................................................................................................................................
Interview

administrators

X (Pilot, collect,

analyze, write up)
...................................................................................................................................................................................................
Portray the program X (Interview the task

force, conference call)
...................................................................................................................................................................................................
Survey trainees X (Pilot, collect,

analyze, write up)
...................................................................................................................................................................................................
Survey regional

directors

X (Pilot, administer,

analyze, write up)
...................................................................................................................................................................................................
Complete the a

follow-up writing task

X (Design, collect,

analyze, write up)
...................................................................................................................................................................................................
Conduct a pre- and

posttraining

comparison of letter

files

X (Design, collect,

analyze, write up)

...................................................................................................................................................................................................
Design instruments

and protocols

X (Design)

...................................................................................................................................................................................................
Direct the evaluation X (Supervise,

coordinate reporting)
...................................................................................................................................................................................................
Conduct telephone

interviews with

veterans

X (Pilot, administer,

analyze, write up)

especially representative groups of letter writers and veterans. It is noteworthy that Kemmis

focused the metaevaluation on the evaluation team’s goals rather than on the full range of

published professional standards for evaluations, such as those keyed to an evaluation’s utility,

feasibility, propriety, accuracy, and evaluation accountability.

Basically, Kemmis’s assessment was positive. He credited the evaluators for developing a

strong understanding of RFW; producing well-founded findings; and, in the main, guarding

against distortion and bias.

He also cited limitations, including concerns about

• The study’s quality (limitations of a ninety-day time frame, Kemmis’s inability to observe

actual training, difficulty in obtaining and analyzing telephone interview information,

questions about balance in reporting issues)

• Insufficient attention to assessing the agency’s commitment to continuing and funding the

program
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• The study’s operation (Kemmis’s report was not clear aboutwhat hemeant by this concern)

• The report’s possibly inadequate reflection of stakeholders’ assessments of RFW’s conduct

and impacts

• The evaluation’s context (again, the report wasn’t clear about this concern)

• The evaluation’s impacts

• The generalizability of findings

This metaevaluation’s clear strengths are that it first and foremost addressed the eval-

uation team’s evaluation goals, and provided the readers of the final evaluation report not

with definitive metaevaluative conclusions, but with issues to take into account as they con-

sidered the evaluation team’s description of what the team did and the reported conclusions.

Limitations of the metaevaluation are that Kemmis did not have the advantage of looking

back on the evaluation’s completion and its impacts on client decisions and actions, that in

places—as just mentioned—Kemmis’s conclusions were cryptic, and that it did not address

the full range of standards for a sound program evaluation. However, Stake’s inclusion of

a metaevaluation—especially given the evaluation’s small amount of funds—was a positive

aspect of this evaluation of RFW overall.

Reporting

The evaluation’s final report was divided into seventeen sections. The first five described

the evaluation’s foundation: the need for improved letter writing, RFW’s history and training

period, VBA, issues of RFW training, and the evaluation plan. Sections 6 through 9 covered

general classes of obtained information: that gathered from interviews with veterans, views

of trainees and administrators, and evidence of improved letter writing. Sections 10 through

14 were reports of visits to RFW sites in Indianapolis, St. Petersburg, Boise, Baltimore, and

Denver. Section 15 was the metaevaluation report. Section 16 was a synthesis of findings of

RFW’s quality. Section 17 provided a summary.

Overall, the report was rich in substance. The evaluation team’s report directly addressed

the evaluation goals agreed to by the evaluation team and the client. Also, it surfaced and

addressed issues beyond the goals.

Curiously, the report had no introduction. Mainly, the introduction to the report was what

could be inferred by reviewing the cover and the cover page. Also, the report included no

appendix of evaluationmaterials, no executive summary, and no information on the evaluation

team members’ qualifications and experience.

Possibly members of the evaluation’s audience weren’t interested in such additional

elements (ones usually included in sound evaluation reports). Maybe they found the report,

as presented, sufficient to meet their needs. Because the metaevaluation was embedded in the

evaluation process and not a retrospective assessment of the evaluation, the metaevaluator was
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unable to assess how members of the report’s intended audience judged its quality and used

its findings.

Stake’s Recent Rethinking of Responsive Evaluation

After reviewing a previous draft of this chapter, in personal correspondence Stake asked us to

add up-to-date material to our characterization of his position on responsive evaluation. He

stated that he now opposes views (such as those by Abma [2006]) of responsive evaluation

as primarily formative and action oriented. Instead, he sees responsive evaluation as ending

with perception of quality, not with action. On this point Stake (2013) has counseled against

formative evaluations that help a project along the way. Instead, he has advocated finishing

an evaluation before designing change. In his 2013 publication he also stressed that informal

evaluation and formal evaluation are and should be part of the same act. Further, Stake indicated

that he sees all evaluations, regardless of labels for evaluation approaches, as responsive in

some way, by virtue of their responsiveness to some form of criteria and standards, history and

politics, and people and governance.He also reiterated his commitment to serving stakeholders,

noting that responsive evaluation tries to “honor diversity of stakeholders by describing the

goodness of the evaluand and indicating separately how well it meets standards abiding in

different points of view” (Stake, 2013, p. 193). Notably, Stake (2013) stated that “evaluation

cannot happen without standards, but they need be neither explicit nor uniform” (p. 193).

Sound responsive evaluation, he said, concentrates on the particular evaluand and offers a

vicarious experience that needs, neither in writing nor in reading, the language of cause and

effect. He said that such evaluation “pushes people to understand the learning, idle time, and

long living that the evaluand does, to evaluate it itself more than for its standing among others”

(Stake, 2013, p. 194). In the end, Stake (2013) stated, “The prudent responsive evaluator limits

assertions to the goodness and badness of action studied” (p. 196).

Summary

Stake is the leading theorist in the social agenda and advocacy school of evaluation. He is

credited with two major contributions to the ongoing development of program evaluation

theory: the countenance of evaluation approach and his expansion of this approach, responsive

evaluation. Stake was influenced heavily by his involvement in evaluating educational reform

projects of the 1960s and 1970s and by the writings of Tyler, Cronbach, Hastings, and Scriven.

In presenting his famous 1967 article on the countenance of educational evaluation, he

advised evaluators to turn from highly focused, quantitative, preordinatemethodologies (keyed

to assessing goal achievement) to a more qualitative approach (keyed to an ongoing, interactive

assessment of questions of interest to the full range of stakeholders). He counseled evaluators to

expand their inquiries beyond assessing intended outcomes to examining a program’s rationale,

background, transactions, and full range of outcomes—that is, its full countenance. He also
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advised evaluators to value, analyze, and summarize judgments from a program’s full range

of stakeholders. He called especially for collection of a much broader array of information

throughout a program than is obtainable from end-of-course, standardized achievement tests.

The credibility of Stake’s recommendations, which were then quite radical, was enhanced by

his strong background in the measurement-dominated evaluation approach in education that

he was calling into question.

In 1975 he presented his landmark paper, titled Program Evaluation, Particularly Respon-

sive Evaluation (Stake, 1975b). With the issuance of this paper, responsive evaluation replaced

countenance evaluation as the popular term to describe Stake’s approach, although this new

formulation retained much of the countenance of evaluation approach. The major departure

was in deemphasizing the salience of Tyler’s objectives-based orientation. In fact, Stake high-

lighted responsive evaluation’s differences from Tylerian evaluation. Key aspects of responsive

evaluation are focusing on issues of importance to the full range of stakeholders, ongoing

focusing and structuring of data collection in response to stakeholders’ emergent interests

and concerns, employing a wide range of subjective as well as objective methods, continually

interacting with stakeholders to identify their concerns and supply them with timely feedback,

and using their often disparate judgments to report evaluative conclusions that might or might

not include contradictory elements. In themain, responsive evaluation emphasizes observation

and ongoing exchange with stakeholders. Stake noted, however, that in keying evaluations to

stakeholder interests, concerns, and preferences, all evaluations should be adaptive, includ-

ing accounting for the possibility of honoring stakeholder groups’ preference for either a

preordinate, Tylerian evaluation or a responsive evaluation.

This last point was evident in Stake’s evaluation of the Reader Focused Writing program

for the Veterans Benefits Administration reviewed in this chapter. In responding to the client’s

request for an evaluation of RFW, Stake and his team first and foremost keyed the evaluation to

determining whether RFW had achieved its goals. Furthermore, the metaevaluator, Kemmis,

keyed his metaevaluation to assessing the subject evaluation’s goals. Nevertheless, both

Stake’s team and Kemmis moved past their initial assessment of goal achievement to identify

and examine other relevant issues. This sequence of assessments is reminiscent of advice

once tendered by Stake’s colleague Hastings. He often advised evaluators first to attend

to what the client wants—often assessment of goal achievement—and then to extend the

evaluation to identify and address further important matters. Clearly, the correct application

of responsive evaluation is a complex matter; it requires effective interaction with clients and

other stakeholders and resourcefulness, creativity, and skill in applying relevant data collection

and reporting methods.

In his 2013 rendering of responsive evaluation, Stake stressed that it should focus on the

particular evaluand, combine informal and formal ways of evaluating, and engage and assist

stakeholders such that they develop their own deep understanding of the evaluand’s goodness

and badness. He also counseled against employing responsive evaluation as a formative

process for guiding projects, and against adhering strictly to requirements for independent,

objective methods.
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REVIEWQUESTIONS

1. What were Stake’s expressed reasons for titling his 1967 article “The Countenance of

Educational Evaluation?”

2. How did Stake’s countenance approach build on and also depart from Tyler’s objectives-

based approach to evaluation?

3. Using a project with which you are familiar, give examples of Stake’s concepts of intended

and actual antecedents, transactions, and outcomes. Based on your responses, give

examples of contingencies among actual transactions and outcomes.

4. Summarize the importance of side effects in Stake’s writings on evaluation, and provide

three examples of side effects from one or more studies with which you are familiar.

5. What is Stake’s position concerning the role of judgment in evaluation and how best to

reach conclusions about a program?

6. Why did Stake, after moving beyond his original countenance of evaluation view

of evaluation, characterize his more recent rendition of evaluation as responsive or

stakeholder-centered evaluation? In your reply, mention the main tenets of responsive

evaluation.

7. What are key distinctions between preordinate evaluation and responsive or stakeholder-

centered evaluation?

8. What are the main points of agreement and disagreement between the evaluation

philosophies of Stake and Scriven?

9. According to Stake, a preordinate evaluator and a responsive evaluator, in responding to

the same evaluation assignment, would each allocate about 10 percent of the evaluation’s

efforts to identifying issues and goals. Using his estimates, however, the two evalua-

tors would allocate strikingly different amounts of time to preparing instruments and

gathering judgments. Characterize these differences and similarities.

10. What does Stake identify as a main disagreement between his concept of responsive

evaluation and that of Abma?

Group Exercises

A foundation plans to support and engage a group of low-income families to develop their

own houses on a tract of land owned by the foundation. Your group has been asked to advise

the foundation about the possibility of employing Stake’s responsive or stakeholder-centered

approach to evaluate the project. Considering the type of evaluation needed by the foundation,

respond to the following questions:
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Exercise 1

What is an example of a typical timeline of tasks in conducting a responsive evaluation over a

period of approximately two years?

Exercise 2

What are examples of questions that might be included in a responsive evaluation of the

self-help housing project for low-income families?

Exercise 3

In general, what types of information are typically collected and reported in responsive

evaluations?

Exercise 4

In addition to the evaluators, what persons and groups should be involved, and how should

they be involved, in a responsive evaluation?

Exercise 5

How would a responsive evaluation generate conclusions about the success of the self-help

housing project? Should the foundation expect to see a single, final judgment of the program?

Why or why not?

Exercise 6

What might be included in the table of contents for the final evaluation report?

Exercise 7

Stake does not necessarily advocate the keying of ametaevaluation to professional standards for

evaluations. Basing your answer on your reading of this chapter, what might Stake recommend

as the criteria for use in metaevaluating the evaluation of the self-help housing project?

Note

1. Wewish to express appreciation to Stake for reviewing a previous draft of this chapter and providing

helpful feedback. Although we have endeavored to validly represent his views on evaluation, we are

responsible for the chapter’s contents. This expression of appreciation does not mean that Stake

necessarily would agree with or endorse all of the chapter’s representations.

Suggested Supplemental Readings

Abma, T. (2006). The practice and politics of responsive evaluation. American Journal of Evaluation, 27 ,

31–43.

Clark, D. L., & Guba, E. G. (1965, October). An examination of potential change roles in education. Paper

presented at the Seminar on Innovation in Planning School Curricula, Warrenton, VA.



Trim size: 7in x 9.25inStufflebeam c15.tex V2 - 08/06/2014 8:24am Page 401

SUGGESTED SUPPLEMENTAL READINGS 401

Cronbach, L. J. (1963). Course improvement through evaluation. Teachers College Record, 64, 672–683.

Cronbach, L. J., & Associates. (1980). Toward reform of program evaluation. San Francisco, CA:

Jossey-Bass.

Denny, T. (1978). Storytelling and educational understanding (Occasional Paper Series, Paper #12).

Kalamazoo: Western Michigan University, Evaluation Center.

MacDonald, B. (1975). Evaluation and the control of education. In D. Tawney (Ed.), Evaluation: The

state of the art (pp. 125–136). London, UK: Schools Council.

Owens, T. (1973). Educational evaluation by adversary proceeding. In E. House (Ed.), School evaluation:

The politics and process (pp. 295–305). Berkeley, CA: McCutchan.

Parlett, M., &Hamilton, D. (1972). Evaluation as illumination: A new approach to the study of innovatory

programs. Edinburgh, UK: University of Edinburgh, Centre for Research in the Educational Sciences.

Provus, M. N. (1971). Discrepancy evaluation. Berkeley, CA: McCutchan.

Rippey, R. M. (Ed.). (1973). Studies in transactional evaluation. Berkeley, CA: McCutchan.

Scriven, M. (1967). The methodology of evaluation. In R. W. Tyler, R. Gagne, & M. Scriven (Eds.),

Perspectives of curriculum evaluation (pp. 39–83). Skokie, IL: Rand McNally.

Scriven, M. (1969). An introduction to meta-evaluation. Educational Products Report, 2(5), 36–38.

Scriven, M. (1973). Goal-free evaluation. In E. R. House (Ed.), School evaluation: The politics and process

(pp. 319–328). Berkeley, CA: McCutchan.

Scriven, M. (1975). Evaluation bias and its control (Occasional Paper Series, Paper #4). Kalamazoo:

Western Michigan University, Evaluation Center.

Scriven, M. (1993). Hard-won lessons in program evaluation. New Directions for Program Evaluation,

no. 58. San Francisco, CA: Jossey-Bass.

Smith, L. M., & Pohland, P. A. (1974). Educational technology and the rural highlands. In L. M. Smith

(Ed.), Four examples: Economic, anthropological, narrative, and portrayal (pp. 13–52). Skokie, IL:

Rand McNally.

Stake, R. E. (1967). The countenance of educational evaluation. Teachers College Record, 68, 523–540.

Stake, R. E. (1975). Evaluating the arts in education: A responsive approach. Columbus, OH: Merrill.

Stake, R. E. (1975). Program evaluation, particularly responsive evaluation (Occasional Paper Series,

Paper #5). Kalamazoo: Western Michigan University, Evaluation Center.

Stake, R. E. (1976). A theoretical statement of responsive evaluation. Studies in Educational Evaluation,

2, 19–22.

Stake, R. E. (1988). Seeking sweet water. In R. M. Jaeger (Ed.), Methods for research in education (pp.

253–300). Washington, DC: American Educational Research Association.

Stake, R. E. (1994). Case studies. In N. K. Denzin & Y. S. Lincoln (Eds.),Handbook of qualitative research

(pp. 236–247). Thousand Oaks, CA: Sage.

Stake, R. E. (1995). The art of case study research. Thousand Oaks, CA: Sage.

Stake, R. E. (2013). Responsive evaluation IV. In M. C. Alkin (Ed.), Evaluation roots: A wider perspective

of theorists’ views and influences (2nd ed., pp. 189–197). Thousand Oaks, CA: Sage.

Stake, R. E., Davis, R., & Guynn, S. (1997). Evaluation of Reader FocusedWriting for the Veterans Benefits

Administration. Champaign-Urbana: University of Illinois, Center for Instructional Research and

Curriculum Evaluation.

Stake, R. E., Easely, J., & Anastasiou, K. (1978). Case studies in science education. Washington, DC:

National Science Foundation, Directorate for Science Education, Office of Program Integration.



Trim size: 7in x 9.25inStufflebeam c15.tex V2 - 08/06/2014 8:24am Page 402

402 CHAPTER 15–ROBERT STAKE’S RESPONSIVE OR STAKEHOLDER-CENTERED EVALUATION APPROACH

Stauffer, S. (1941). Notes on the case study and the unique case. Sociometry, 4, 349–357.

Stufflebeam, D. L. (1966). A depth study of the evaluation requirement. Theory into Practice, 5, 121–133.

Stufflebeam, D. L., Foley, W. J., Gephart, W. J., Guba, E. G., Hammond, R. L., Merriman, H. O., & Provus,

M. M. (1971). Educational evaluation and decision making in education. Itasca, IL: Peacock.

Tyler, R. W. (1942). General statement on evaluation. Journal of Educational Research, 35, 492–501.

Wolf, R. L. (1975). Trial by jury: A new evaluation method. Phi Delta Kappan, 3(57), 185–187.



Trim size: 7in x 9.25inStufflebeam c16.tex V2 - 08/06/2014 8:28am Page 403

CHAPTER 16

MICHAEL PATTON’S UTILIZATION-FOCUSED

EVALUATION

LEARNING OBJECTIVES

In this chapter you will learn about the

following:

• The roots of Michael Patton’s

utilization-focused evaluation (UFE)

approach

• UFE’s eclectic orientation and fourteen

premises

• Patton’s definitions of evaluation and

UFE

• Personal aspects of UFE, including

evaluator and user roles

• UFE’s attention to values and

judgments

• UFE’s ongoing active-reactive-adaptive

negotiation process

• UFE’s six-part framework for clarifying

program goals

• UFE’s approach to collecting and

analyzing information

• UFE’s framework for reviewing

evaluation findings

• UFE’s approach to reporting findings

• Strengths and limitations of UFE

In Chapter 9, emphasis was given to utilization-focused

evaluation—in particular, the contributions made to this

approach by Patton (1982, 1984, 1997, 2003, 2008, 2012).

However, the concept of usefulness of an evaluation has

been present in numerous evaluation approaches and

models since the early 1970s. Drawn together by dissat-

isfaction with classical objectives-based and experimental

design evaluation approaches, utilization-focused theorists

and decision- and accountability-oriented theorists were

closely aligned in terms of the theories they produced.

As Alkin (2004) pointed out, “This class of theories is

concerned with designing evaluations that are intended to

inform decision-making, but it is not their only function to

ensure that evaluation results have a direct impact on pro-

gram decision-making and organizational change” (p. 44).

He also stated that “Stufflebeam’s evaluation approach

engages stakeholders (usually in decision-making posi-

tions) in focusing the evaluation andmaking sure the evalu-

ation addresses their most important questions, providing

timely, relevant information to assist decision-making and

producing an accountability record” (p. 45). Alkin went on

to say that “Stufflebeam is positioned as the first name

on the use branch of the theory tree” (p. 45). In effect,

some evaluation theorists realized early on that one vital

aspect of the success of any evaluation is the extent to

which it can help bring about discernible change. Although

this chapter centers on Patton’s work (1982, 1984, 1997,

2003, 2008, 2012) in utilization-focused evaluation, oth-

ers who have developed this approach or aspects of it

are acknowledged. Because Patton (1997, 2008) and other
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adherents of this approach subscribe to the underlying importance ofwidely accepted standards

for evaluation, we have included utilization-focused evaluation as an approach to evaluation

that merits readers’ close consideration.

Those who follow the utilization-focused pattern are disinclined to be concerned only or

mainly with the needs of key decision makers; rather, they stress procedures and processes

that enhance the usefulness of an evaluation to a broad array of intended evaluation users.

Utilization-focused evaluators believe that only in this way will a study attain a sufficient

range of substantial and important impacts. As all experienced evaluators andmany evaluation

clients are aware, evaluation’s history is strewn with neglected reports, even though these may

have been formulated painstakingly and correctly. An approach such as utilization-focused

evaluation places a heavy professional imposition on evaluators, because it requires evaluators

to address and meet the utility standards of the Joint Committee on Standards for Educational

Evaluation (1994, 2011) and thereby to make their studies clearly usable and used. Figuring out

how this may be achieved is the challenge to utilization-focused evaluators. The crucial point is

that evaluators must determine and focus their studies on intended evaluation uses and produce

and report findings that an identified group of intended users can and probably will value

and apply to program improvement. Utilization-focused evaluation is a process for developing

an evaluation study in collaboration and negotiation with a targeted group of priority users,

selected from a wider set of stakeholders, to focus on and effectively address the intended users’

intended uses of the evaluation.

Adherents of Utilization-Focused Evaluation

A number of recognized evaluation authors have endorsed the concept of utilization-focused

evaluation, including, for example, Carol Weiss (1972); Marvin Alkin (1995, 2011; Alkin,

Daillak, & White, 1979; Alkin & Taut, 2003); Michael Patton (1980); Lee Cronbach and

Associates (1980); Daniel Stufflebeam (1966a, 1967; Stufflebeam et al., 1971); and the Joint

Committee (1981, 1994, 2011). It is noteworthy that the Joint Committee (2011) included

utility as one of fivemajor imperatives for a professionally sound evaluation. In the latest (2011)

and previous (1981 and 1994) editions of its standards, the Joint Committee has always listed

the utility standards first, to emphasize that an evaluation should not be undertaken if there is

no prospect of its findings being used.

From the 1970s onward, Alkin (1995, 2011; Alkin, Daillak, & White, 1979; Alkin & Taut,

2003) stressed that, from an evaluation’s outset, the evaluator should endeavor to understand

the value system of the subject program’s users and then assign priority to users’ values

for interpreting findings. More recently, Alkin (2004, 2011) advocated the use of interactive

sessions to encourage and engage program participants to clarify and apply their values as a

basis for interpreting findings and judging program outcomes. Alkin (2004) offered one caveat

that has a bearing on his own practice, however, acknowledging that there are conditions

under which it is not tenable to engage intended primary users in defining interpretive criteria.

Under such circumstances, he prefers to present evaluative data as factually as possible without

imposing his or any other party’s success criteria.
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Wealso acknowledge that Eisner (1991) placed an implied emphasis on valuing and judging

the culture and opinions of the wide array of evaluation users rather than those of only key

decision makers. He asked, “What is the value of what is happening?” (p. 171), and answered

by stating that valuing is a critical element in the evaluation process. A divergence from the

decision-making emphasis was evident as he underlined procedures that are in sympathy with

the ultimate aim of the evaluation’s appealing to a broad spectrum of identified primary users

and other stakeholders. Eisner (1991), like Alkin (2004, 2011), argued that evaluation’s purpose

is not necessarily to serve a narrow realm of decision making, but more broadly to ensure

that an evaluation occurs expeditiously and that it informs a wide range of relevant evaluation

uses by a wide range of users. Realizing this demanding goal requires considerable evaluator

expertise, sustained consultative work, trust building, and mutual desire by the evaluator and

a selected client group to ensure that findings will be responsive, clear, timely, actionable,

and acted on.

The central theme of utilization-focused evaluation is its consistent emphasis on focusing,

conducting, and reporting on evaluations to help users improve their programs or other

enterprises. It should be noted that, in advocating decision- and accountability-oriented

evaluation, Stufflebeam (1969, 1971a, 1983, 1985, 2013) has consistently posited that all

stakeholders in a program make decisions related to their sphere of program involvement,

and that sound evaluation processes can and should target and address pertinent evaluation

needs of users at all levels and in all parts of a program (see Chapter 13; see also Stufflebeam

et al., 1971).

All theorists of utilization-focused evaluation agree that an evaluation’s prospects for

utility are enhanced by identifying and involving those who have an immediate stake in the

evaluation’s findings and who manifest a sincere desire to make appropriate use of those

findings. Thus, the evaluator must systematically identify, cultivate, and engage such potential

evaluation users. If potentially interested and committed stakeholders are not identified and

meaningfully engaged, the whole evaluation exercise may prove futile. As discussion later in

this chapter on Patton’s approach (1997, 2008, 2010, 2012) to utilization-focused evaluation

shows, the evaluator must be closely involved in the process of selecting and orienting a

committed group of intended evaluation users; obtaining and sustaining, as feasible, their

meaningful involvement in the evaluation’s planning, implementation, and reporting stages;

and, especially, engaging them to apply the findings for program improvement. Clearly,

utilization-focused evaluation gives emphasis at all stages of an evaluation to users’ ownership

of the evaluation and to their use of findings to improve program operations and outcomes.

Some General Aspects of Patton’s Utilization-Focused
Evaluation

It is generally acknowledged that Patton (1980, 1982, 1984, 1997, 2003, 2008, 2012) is

the most prominent developer of the utilization-focused approach to evaluation. A former

professor of sociology at the University of Minnesota and a former president of the American

Evaluation Association, Patton currently is an independent evaluator. Since the early 1970s,
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he has conducted numerous evaluations, taught many evaluation workshops and courses, and

published widely on the theory and practice of evaluation. His passion has been to develop

methodology and teach its application so that evaluators will conduct useful evaluations and

get the findings used. He steadfastly attempts to show how evaluators, and specifically target

audiences, can secure and apply evaluation findings that will make a positive difference in

attaining their objectives, which may involve combating such problems as crime, disease,

ignorance, inequality, malnutrition, mental anguish, poverty, and unemployment. His writings

and teachings have strongly influenced many evaluators and clients first and foremost to gear

evaluations toward utility, even above such other crucial criteria as technical adequacy and

efficiency.

In his textbook Utilization-Focused Evaluation, Patton (1997) stated his developed views

about this approach. He offered these definitions of program evaluation in general and

utilization-focused evaluation in particular:

Program evaluation is the systematic collection of information about the activities, char-

acteristics, and outcomes of programs to make judgments about the program, improve

program effectiveness and/or inform decisions about future programming. Utilization-

focused program evaluation (as opposed to program evaluation in general) is evaluation

done for and with specific intended primary users for specific, intended uses. (p. 23)

He considers utilization-focused evaluation to be a process for making decisions about a

wide range of idiosyncratic issues in collaboration with an identified group of primary users,

focusing on the ways they intend to use the evaluation.

Like all other followers of utilization-focused evaluation, Patton (1997, 2008, 2012) begins

with a firm belief that an evaluation must be judged by its use. This places the onus of

responsibility on the evaluator to design and process a study such that all activities, from

start to finish, will give predominant emphasis to the evaluation’s utility. The evaluator must

therefore focus on intended uses by those who will use the outcomes of the evaluation. This

entails a defined assessment of those who are the primary users of the evaluation and their

commitment to the evaluation’s use. Such specificity is essential.

Significantly, an evaluator is not a distant judge in this process, but rather a facilitator

of judgments that are needed at each stage of a study. The evaluator identifies a group of

primary intended users, representative as far as possible of the total cohort of stakeholders,

whose values (and not those of the evaluator) will determine the nature of recommendations

arising from the evaluation. This selected group will apply evaluation findings and implement

any recommendations that are made. It should not be assumed that Patton (1997, 2008, 2012)

gives the responsibility for the planning and implementation of the evaluation to this selected

group. To the contrary, the evaluator is expected to be fully in control of both planning and

facilitating the study (matters further explained in this chapter).

Patton (1997, 2008, 2012) has stressed that program review and reporting of findings

should permeate all stages of the evaluation and should encompass the steps of descrip-

tion and analysis, interpretation, judgment, and making recommendations. Along the way,
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utilization-focused evaluators should draw from the full range of inquiry and communication

methods that are appropriate to the information needs of the intended users.

Intended Users of Utilization-Focused Evaluation

Patton (1997, 2008, 2012) maintains that the group selected to represent the wider cohort of

stakeholders should be the actual users of the evaluation. He nominates them as the “intended

primary users.” Commitment to these users is first in his list of fourteen utilization-focused

evaluation premises (outlined later in this chapter).

If an evaluation of a program is to be used, the personal factor, according to Patton

(1997, 2008, 2012), is primary. The identification of people who clearly have a stake in the

program is essential, as is their concern about the outcomes generated by the study and their

commitment to its use. Patton’s brand of utilization-focused evaluation differs fromother forms

of utilization-focused evaluation, because he calls for concentrating evaluation efforts not on

all potentially interested stakeholders, but only on a carefully selected subset of the potential

users. The evaluation must also be dedicated to the enhancement of a study’s outcomes and

thus must involve the culture and values of the group selected to represent all stakeholders.

Moreover, the utilization-focused evaluator must be strongly involved in persuading intended

users to commit to respecting, as appropriate, and applying the findings of the (by now) shared

evaluation enterprise. It is no small task to involve intended users in an evaluation study at

every stage, from beginning to end, and to convince them that potential changes are to their

benefit and that they should willingly contribute to the proposed changes.

The utilization-focused evaluator, therefore, focuses on individuals who are users of the

evaluation while also acknowledging other users to be served. This entails careful analysis of

the total cohort of stakeholders and identifying which users could best represent the interests

of all stakeholders. This selection process is vital to the success of the consequent study.

The evaluator must identify representatives of the multiple and varied perspectives of those

involved in the program.

Focusing a Utilization-Focused Evaluation

Having selected this special client group, the evaluator engages them to clarify why they need

the evaluation; what they hope outcomes might be; how the exercise should be conducted;

what part they see themselves playing; what type of reports they envisage; and, finally, how

they think the findings should be used to improve the program. During this process, the

evaluator acts as a guide or mentor, not as an authoritarian figure or dominating expert.

Users’ choices are aided by the evaluator’s supplying a menu of possible evaluation approaches,

methodologies, user participation activities, and types of reports (perhaps both formative

and summative, depending on the user group’s decisions). Adherents of utilization-focused

evaluation are adamant that the more closely evaluation users are involved in the planning and

execution of evaluation, the greater their focus on the study, and their feeling of ownership,

will be.
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The highly personal, dynamic, and situational nature of utilization-focused evaluation

underlies Patton’s summary (2003) of the working relationship between evaluator and client

group, which encapsulates the approach that he has so thoroughly developed and that he

espouses:

In considering the rich and varied menu of evaluation, utilization-focused evaluation can

include any evaluative purpose (formative, summative, developmental), any kind of data

(quantitative, qualitative, mixed), any kind of design (e.g., naturalistic, experimental) and

any kind of focus (processes, outcomes, impacts, costs, and cost-benefit, among many

possibilities). (p. 223)

The Personal Factor as Vital to an Evaluation’s Success

Patton (1997, 2008) has stressed the central importance of the personal factor in successful

evaluations. From the evaluator’s perspective, the personal factor involves leadership, enthusi-

asm, sound advice, listening skills, and respecting all members of the selected representative

group. These people will need good information; guidance in decision making; an allaying of

concerns about aspects of the study; and a strengthening of the many roles they must play

if they, the primary users of the evaluation, are going to see the evaluation as successful.

Patton’s emphasis on the personal factor is supported by other writers and practitioners. For

instance, Cronbach and Associates (1980) stated, “Nothing makes a larger difference in the use

of evaluations than the personal factor—the interest of officials in learning from the evaluation

and desire of the evaluator to get attention for what he knows” (p. 6).

There is no doubt that the personal factor directs evaluators to specific people, their

problems, and their interests. In this way, the likelihood that the evaluation will be used is

enhanced.

The Evaluator’s Roles

Emphasizing the primacy of the personal factor, Patton dismisses the idea of addressing

evaluation reports (if they are produced) to audiences other than immediate users. In line with

this approach, Patton (1997, 2008, 2012) deliberately narrows the list of potential users to a

manageable number, and they alone are to determine the nature of reports and negotiate other

aspects of the study, with the evaluator acting more as a consultant than as an independent,

objective evaluator. Thus, the utilization-focused evaluator’s role as negotiator is paramount.

Depending on the circumstances and concurrence of the primary users, the evaluator might

play any of a variety of other roles: trainer, group facilitator, problem solver, diplomat, change

agent, measurement expert, experimental design expert, qualitative inquiry expert, content

expert, creative consultant, internal colleague, independent auditor, policy analyst, ormediator.

However, the evaluatorwill always negotiatewith the primary intended userswhat roles beyond

that of negotiator he or she will play. Moreover, the evaluator will conduct and act on the
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negotiations within appropriate ethical bounds and in accordance with the evaluation field’s

standards and principles.1

Utilization-Focused Evaluation and Values and Judgments

Patton (1997, 2008, 2012) and other utilization-focused evaluation practitioners have found

that the exploration and development of questions for the evaluation cannot be undertaken

in isolation from the values of members of the selected client group. It is their program, and

their values must undergird any program examination jointly undertaken by the evaluator and

them. Because the purpose of utilization-focused evaluation is to obtain findings that will be

used, the evaluator must facilitate intended users’ selection of values and judgments and the

decisions that arise from these. Utilization-focused evaluators agree with proponents of many

other evaluation approaches that, by definition, evaluations are grounded in values. However,

instead of imposing external values, the utilization-focused evaluator works with particular

intended users (the client, service providers, support staff, and beneficiaries) to determine

which values should substantiate and validate the collection and interpretation of the needed

information.

Patton (1997, 2008) has observed that evaluation use is too important to allow evaluators

to choose the questions and render the judgments, particularly because the users are the ones

responsible for making and implementing program decisions. The key principle here is that

those responsible for applying an evaluation’s findings to program processes should have the

authority to decide what values are most appropriate, what questions should be addressed

(because these are always value laden), what information is most needed, how the information

is best acquired, and what interpretations and decisions should be made. Because of its stress

on impact, this position gives preference to decision makers’ values and questions over those

of the program’s wider beneficiaries and other stakeholders.

Theoretically, utilization-focused evaluation is aligned with relativistic and constructivist

evaluation approaches in regard to the selection andapplicationof values. In general, utilization-

focused evaluation is consistent with Stake’s responsive evaluation approach (1983), whereby

an evaluator assesses a program relative to the stakeholders’ values and judgments rather than

independently determined criteria of merit and worth. However, whereas Stake (1983) has

followed the postmodern line that dismisses the possibility and desirability of unifying values

and judgments, the utilization-focused evaluator seeks consensus on both values and judgments

to support and expedite the decision-making process. In this latter respect, utilization-focused

evaluation accords with the constructivist approach advocated by Guba and Lincoln (1989).

This is true when the utilization-focused evaluator engages a truly representative—though

select—group of stakeholders, accords equal influence to each member, assists the group in

considering alternative values, and subsequently helps them reach consensus on and apply a

set of preferred values. Under these circumstances, utilization-focused evaluation departs from

the divergent emphasis in Stake’s approach (1983) and invokes the consensus development

and the hermeneutic processes advocated by Guba and Lincoln (1989).



Trim size: 7in x 9.25inStufflebeam c16.tex V2 - 08/06/2014 8:28am Page 410

410 CHAPTER 16–MICHAEL PATTON’S UTILIZATION-FOCUSED EVALUATION

Employing Active-Reactive-Adaptive Processes to Negotiate
with Users

Patton (1997, 2008) has emphasized that the negotiation process between the evaluator and the

client group should progress from the planning stage to completion of the study.Much depends

on the circumstances of any particular evaluation: its people, its culture, and its idiosyncrasies.

Although accepted standards must always prevail, these must be communicated to the specific

evaluation users and adapted for their particular use. Negotiating at every turn strengthens the

chances of final outcomes that evaluation users will value and therefore that are very likely

to be accepted and acted on. From the utilization-focused perspective, there is not one right

way to conduct an evaluation; rather, a design should be developed through negotiation that

appeals to users and potential users of the evaluation. Patton (2003) reinforced this concept:

“The right way . . . is the way that will be meaningful and useful to the specific evaluators and

intended users involved, and finding that way requires interaction, negotiation, and situational

analysis” (p. 228).

Patton underlined (1997, 2003, 2008) the full meaning of negotiation in describing his

active-reactive-adaptive approach to interactive discussion, advice, and general consultation

that continue throughout the study between the utilization-focused evaluator and the select

client group, the intended users. It has both descriptive elements centered on decision making

and prescriptive elements in regard to the evaluator, who must act and react with advice that

adheres to standards, such as the program evaluation standards (Joint Committee, 1994, 2011).

Patton (1997) has stated that utilization-focused evaluators must be active in purposefully

identifying intended evaluation users and in formulating with these users questions that will

shape a study. Such evaluators are reactive in focusing on the thinking of users and responding

to their ideas. This process continues until the completion of the evaluation, with the evaluator

always showing the flexibility required to accommodate situational changes. This reactivity

leads to the adaptive element that again incorporates flexibility, particularly with respect to

evaluation questions and the evaluation design as there is an increase in understanding on

the part of both the evaluator and users concerning the study situation and developments.

Patton (1997, 2008) insisted that utilization-focused evaluators must immerse themselves in

challenges as they arise and become patently responsive to users’ wishes and views. As users’

reactions and thinking will vary and change in any particular evaluation, the evaluator must be

aware that approaches will change with every study. Accordingly, the role and methodology

of the evaluation will change as the evaluator employs active-reactive-adaptive processes to

consider various options throughout the entire evaluation.

As the evaluator plays the roles of both external expert and creative consultant, her or

his skills, knowledge, and ethical values are of paramount importance. Just as the utilization-

focused evaluator must be wary not to impose a focus on a predetermined methodological

approach, so too must members of the selected user group avoid dogmatically imposing their

views concerning the way the evaluation should unfold. Negotiated compromises are made,

with the stress always placed on the utility of outcomes. The processes of negotiation and

consequent decision making and action provide the user group with valuable experiences,
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particularly if these processes reinforce the value inherent in change leading to outcomes that

will actually be employed by those who claim increasing ownership of the evaluation and

knowledge of its purposes.

Patton’s Eclectic Approach

Chapter 9 gave prominence to Patton’s eclectic evaluation approach (1997, 2008, 2010). As

a pragmatic approach, utilization-focused evaluation entails no particular evaluation model,

theory, values, system of criteria and indicators, methods, or procedures. Instead, it is a process

designed to help specific users examine the evaluation methods cornucopia and the local

situation, then choose the model, methods, values, criteria, indicators, and intended uses

that best fit the local situation. The utilization-focused evaluator needs a broad repertoire of

evaluation ideas and resources and should follow a flexible, responsive, and creative approach

to designing and conducting evaluations. The main point in designing an evaluation is to

ensure that the intended users’ questions are answered in such a way that they will respect,

understand, and apply the findings.

To summarize, utilization-focused evaluators and their specific clients may conduct

evaluations that are formative and/or summative, qualitative and/or quantitative, preordinate

and/or responsive, and naturalistic and/or experimental. They may choose to investigate and

report on any of a wide range of indicators: costs (and benefits), needs, attitudes, processes,

outputs, outcomes, and impacts. They may also issue written interim and final reports or

engage only in verbal exchanges. Although the approach allows for using any evaluation

method that applies to a local need, it tends to be more responsive and interactive than

preordinate and independent. It calls for problem solving and a creative process of adapting

evaluation procedures to meet the local and specific evaluation needs as they emerge.

Discovering the most functional structure and most appropriate methods for the given

circumstances requires technical skill on the part of the evaluator and an incorporation of

the wishes of the selected user group as they come to a deeper understanding of the study’s

direction.

Planning Utilization-Focused Evaluations

In the early planning meetings, the utilization-focused evaluator engages a client group to

clarify who will be using the findings, why they need the evaluation, how they intend to

apply its findings, how they think it should be conducted, and what values should be invoked.

After identifying the intended users, the evaluator stresses to them that the study’s purpose

must be to give them the information they need to fulfill their objectives. Utilization-focused

evaluations are not explicitly intended to address social problems. They have that appearance,

however, because utilization-focused evaluation client groups often desire to combat certain

social problems. Although this approach is not unique in helping users address social problems,

its adherents explicitly justify investments in an evaluation by highlighting its potential utility

in helping members of the client group address problems that they judge important.
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The evaluator facilitates the users’ choices by offering advice about possible purposes

and uses of, questions about, and reports for the evaluation. This is done not to supply the

choices but to help the client group thoughtfully focus and shape the study based largely on the

group’s culture. The study is targeted at users, who determine the evaluation’s focus, required

information, how and when findings must be reported, and how they will be used.

Patton (1997, 2008) has advocated goals-based evaluation and extensive efforts to clarify

goals and keep them up to date, seeing goals as constituting one useful way to focus evaluations,

though not the only way. He suggested a six-part framework for clarifying program goals and

using them in the evaluation:

1. A specific target group of beneficiaries

2. Desired outcomes of the group

3. Indicators of each outcome

4. Targeted performance levels on each indicator (if judged appropriate and desired)

5. A detailed data collection plan keyed to the indicators

6. Specification of how findings will be used

Writing about the six framework components, Patton (1997) noted, “While these are

listed in the order in which intended users and staff typically conceptualize them, the

conceptualization process is not linear . . . The point is to end up with all elements specified,

consistent with each other, and mutually reinforcing” (p. 163).

Patton (1997, 2008) has identified and advocated consideration of several alternative bases

for focusing evaluations. One comes from Scriven’s recommendation (1991, 1993, 2007) that

evaluators not consider goals but instead gather information on a broad range of outcomes and

judge whether they meet the assessed needs of targeted beneficiaries. Other named foci are

future decisions, critical issues or concerns, stakeholder perspectives, and evaluative questions.

Looking beyond these, Patton (1997) presented an extensive list of about fifty ways of focusing

evaluations. He argued for careful, resourceful focusing of evaluations, seeing studying the

wrong issues as a waste of both intellect and emotion. The message is that putting aside the

time to carefully focus an evaluation for maximum utility is most beneficial.

Collecting and Analyzing Information and Reporting Findings

All data collection and analysis methods are acceptable in the utilization-focused program

evaluation approach.Utilization-focused evaluation’s active-reactive-adaptive and situationally

responsive approach ensures that themethodology evolves in response to ongoing deliberations

and negotiations between an evaluator and client group and under consideration of contextual

dynamics. Different information sources and methods are used to address questions from

different perspectives and to cross-check findings. As much as possible, a utilization-focused

evaluator puts members of the client group in a primary position to determine evaluation

methods so that they can make sure the evaluator addresses their most important questions,

correctly places emphasis on collecting the right information, uses techniques they respect,

and reports understandable information in a timely fashion. The utilization-focused evaluator
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must convince stakeholders of the evaluation’s integrity and accuracy as well as facilitate users’

knowledge of the findings and the appropriate dissemination of these.

Users’ values form the basis for interpreting an evaluation’s findings, with the evaluator

engaging in as much values clarification as needed to ensure that the evaluative information

and interpretation serve the users’ purposes. The users are actively involved in interpreting

findings. Throughout the evaluation process, the evaluator balances concern for utility with

provisions for validity and cost-effectiveness.

Utilization-focused evaluators generally concur that they should help their audiences stand

outside the program and gain a better perspective on what is occurring. In addressing this

purpose, Patton (1997, 2008) noted that the preparation for review and use of findings should

start early in the evaluation. For example, the evaluator can engage the user group to examine

a set of simulated findings or give them findings and have them make predictions about their

outcomes. Presentation of simulated or actual findings increases users’ interest and helps build

their readiness to examine and use the ensuing evaluation reports. Moreover, discussions

associated with such activities can be invaluable in considering what questions, types of data,

analyses, and data displays will be most important toward the evaluation’s end. Presentation of

simulated or actual data can also be instrumental in training the client group in how to view,

assess, and use findings and in making their expectations of the evaluation more realistic. Such

activities also provide the evaluator with a means of testing the client group’s commitment to

using the evaluation findings.

Patton’s framework (1997) for reviewing findings has four steps:

1. Description and analysis

2. Interpretation

3. Judgment

4. Making recommendations

Patton (1997) emphasized that the primary intended users should be involved in all four

steps. In addition, he stressed that the evaluator must make the findings interesting and

easy to grasp. When the utilization-focused evaluator finally produces a report, it should be

focused on the most important questions. It should be “arranged, ordered, and organized in

some reasonable format that permits decision-makers to detect patterns” (p. 307). Finally, the

evaluator should keep the message simple.

Summary of Premises of Utilization-Focused Evaluation

Patton (2003) gave a succinct, fourteen-point summary of the premises underlying his version

of utilization-focused evaluation. Following is a brief account of these premises, which in

many ways are unequivocal statements not only of what has convinced Patton of the worth of

utilization-focused evaluation but also of how a utilization-focused study should progress:

1. Commitment to intended users should be the driving force in an evaluation.

2. Strategizing about intended uses is ongoing and continues from the very beginning of the

evaluation.
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3. The personal factor contributes significantly to use; it is a psychological imperative.

4. Careful and thoughtful stakeholder analysis should inform identification of primary

intended users, taking into account the varied and multiple interests that surround any

program, and therefore any evaluation.

5. Evaluations must be focused in some way. Focusing on intended uses by intended users is

the most useful way.

6. Focusing on an intended use requires making deliberate and thoughtful choices, including

judging merit and/or worth (summative evaluation), improving programs (instrumental

use), and generating knowledge (conceptual understanding).

7. Useful evaluations must be designed and adapted based on the situation at hand.

Standardized “recipe” approaches will not work.

8. Intended users’ commitment to using evaluation findings can be nurtured and enhanced

by actively engaging them in making significant decisions about the evaluation.

9. High-quality, not high-quantity, participation is the goal. Thequantity of group interaction

time can be adversely related to the quality of the process.

10. High-quality involvement of intended users will result in high-quality, useful evaluations.

11. Evaluators have a rightful stake in the evaluations they conduct in that their credibility and

integrity are always at risk. To minimize these risks, evaluators must be active-reactive-

adaptive.

12. Evaluators committed to enhancing use have a responsibility to train users in evaluation

processes and the uses of the information.

13. Use is different from reporting and dissemination. Reporting and dissemination may be

means to facilitate use, but they should not be confused with such intended uses asmaking

decisions, improving a program, changing thinking, and generating knowledge.

14. Serious attention to use involves financial and time costs that are far from trivial. The

benefits of these costs are manifested in greater use.

Strengths of the Utilization-Focused Evaluation Approach

Clearly, Patton has been a leader in advocating and providing practical guidance for securing

utility and powerful impacts of program evaluations. He has effectively built on contributions

of other authors who stressed the importance of getting evaluations used and has keyed

his approach to meeting the evaluation field’s professional standards. He has articulated

his utilization-focused evaluation approach by clearly identifying and defining a range of

important evaluation concepts and by defining active-reactive-adaptive processes for applying

the concepts in real-world settings. He has stressed the central importance of identifying and

engaging a select, representative subset of intended users in a process of collaborative inquiry

to clarify and effectively address their intended uses of findings. And he has advocated an

eclectic approach to selectively and responsively employ the full range of sound evaluation
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methods. Moreover, he has stressed that evaluators must take into account an evaluation’s

environment and the culture of the intended users and, accordingly, engage the full range of

selected intended users in an interactive, creative process that evolves in response to their

interests and needs.

Overall, and laudably, UFE requires a highly competent, responsive evaluator to engage a

representative subset of intended evaluation users to

1. Collaboratively define evaluation purposes that are important to them

2. Learn about, value, and engage meaningfully in an ongoing, responsive evaluation process

3. Embrace and assume ownership of the eventual findings

4. Ultimately use the findings according to their purposes for the evaluation

When these intended features are realized, UFE has to be considered exemplary for its

success in producing purposeful evaluation impacts.

Limitations of the Utilization-Focused Evaluation Approach

Patton (1997) pointed to turnover of involved users as themain limitation of utilization-focused

evaluation. Involving replacement users may require that the evaluation be renegotiated to

sustain or renew the prospects for evaluation impacts. And replacements can also derail or

greatly delay the process. Furthermore, it is easy to say that this approach should meet all of

the Joint Committee’s program evaluation standards (1994, 2011), but hard to see how this

can be accomplished with any consistency. The approach seems to be vulnerable to bias and

corruption by the user group. After all, those involved are only a subset of the program’s

stakeholders. The intended user group may not represent all the stakeholders’ interests if

the evaluator has not been successful in recruiting a representative group and in keeping

all group members involved. Nevertheless, this possibly biased group is given much control

over what is to be looked at, what questions are addressed, and what information is used to

address the questions. Moreover, whatever the group’s representativeness, stakeholders with

conflicts of interest may inappropriately influence the evaluation, especially if the evaluator is

inexperienced and vulnerable tomanipulation. The involved and empowered stakeholdersmay

inappropriately limit the evaluation to only a subset of the important questions and pertinent

bases for interpretation. It may also be close to impossible to have the user group agree on a

sufficient commitment of time, resources, and safeguards to ensure an ethical, valid process

of data collection, reporting, and use. In addition, if the utilization-focused evaluator assumes

such roles as problem solver, diplomat, change agent, content expert, creative consultant,

internal colleague, and mediator—as UFE allows—the evaluation may fail to meet standards

and principles of sound evaluation focused on preventing conflict-of-interest issues (given

the utilization-focused evaluator’s interaction with program stakeholders, for example) and

ensuring independent perspectives and impartial, objective reporting.

Utilization-focused evaluators face a dilemma. If they fully empower the select group of

users to control an evaluation, that groupmaybetter accept anduse the findings.However, aswe

have argued, the interests of other important stakeholders may not be addressed. Further, if the
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utilization-focused evaluator insists on compliance with professional standards of evaluation,

then the stakeholder group may be unwilling to incur the associated consequences, including,

for example, unwelcome findings, transparency of findings, and substantial time and financial

commitments. As with all other dilemmas, there seems to be no easy means for utilization-

focused evaluators to give users their way and also meet the full range of standards of the

evaluation field.

Clearly, effective implementation of this approach requires a highly competent, confident

evaluator who can approach any situation flexibly, resourcefully, and creatively without com-

promising basic professional standards and principles. Strong negotiation skills are essential,

and the evaluator must possess expertise in the full range of quantitative and qualitative evalu-

ation methods, strong communication and political skills, working knowledge of all applicable

standards for evaluation, and commitment to upholding the standards.

None of this is to deny, however, that the utilization-focused approach to evaluation has

significant value; of particular importance is its strong requirement for competence, which

places a premium on rigorous, selective, and effective training of those who would conduct

utilization-focused evaluations.

Summary

Utilization-focused evaluation is a process through which an evaluator works with the primary

intended users of an evaluation to make decisions in designing and conducting the evaluation

that will best serve those users. Such decisions pertain to the full range of evaluation tasks,

including identification of primary users and specific users, selection of data collectionmethods,

analysis of findings, and formatting and reporting of findings, together with offering follow-up

support to ensure that findings are used.

The approach is geared to a psychology of use. Systematic involvement of intended users

in the entire evaluation process helps ensure that they will develop ownership of the evaluation

process and findings, gain the necessary understanding of the information, and consequently

act intelligently based on the findings. The evaluator essentially lays the groundwork for use by

engaging the users as partners in all stages of the evaluation process. In the most positive sense

of the word, the evaluator “co-opts” the users to participate fully in the evaluation process

and its application to program decision making. Those in the selected group are encouraged

throughout the evaluation to accept the study as their own. Another positive aspect is that

utilization-focused evaluation helps the users ensure that the evaluator will tailor the evaluation

services appropriately to their needs, priorities, and agendas. Utilization-focused evaluation

strives for symbiosis between evaluator and user.

Although UFE subscribes to the evaluation field’s standards and principles, it is vulnerable

to charges of failing to meet requirements for such standards as those pertaining to impartial

reporting when, for example, the evaluator serves as a consultant to the program being

evaluated. Also, although sustained, meaningful participation by all members of the intended

user group is fundamental to UFE’s achievement of impact, this requirement is often difficult

to meet.
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REVIEWQUESTIONS

1. How does Patton define evaluation in general and UFE in particular?

2. What are the historical roots of Patton’s UFE approach, including the main reason why he

developed the approach and influences that helped shape it?

3. UFE is classified as responsive in its approach. Discuss its similarities to and differences

from twoother approaches considered to be responsive: Guba and Lincoln’s constructivist

approach and Stake’s responsive or stakeholder-centered approach.

4. Why would a utilization-focused evaluator need competence in each of the following

skill areas, and how might he or she use each skill area in an actual utilization-focused

evaluation: group process, values analysis, professional standards for evaluation, content

analysis, and negotiation?

5. List as many of UFE’s fourteen premises as you can. Then identify the premise that

undergirds UFE’s psychology of use.

6. Why does Patton insist that users be involved in goals clarification, and what are the six

parts in his framework for clarifying program goals?

7. Explain UFE’s approach to reporting evaluation findings, and state whether a utilization-

focused evaluation should always culminate in a final printed report.

8. Describe the three elements of Patton’s active-reactive-adaptive approach, and explain

how they are linked.

9. According to Patton, what is the main limitation of utilization-focused evaluation?

10. Give reasons why the “personal factor” is such a vital component of utilization-focused

evaluation, and then characterize UFE’s prescribed roles for both the intended users and

the evaluator.

Group Exercises

Exercise 1

Following utilization-focused evaluation doctrine, what bases should be used for judging an

evaluation?

Exercise 2

How would a utilization-focused evaluator address the issue of values in an evaluation? In

discussing this question, explore possible difficulties that could arise for the evaluator.

Exercise 3

Suppose your group has been commissioned to assess the adequacy of a utilization-focused

evaluator’s proposed panel of primary intended users. Bearing in mind the requirements of
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utilization-focused evaluation, what factors would you examine to decide on the soundness of

the evaluator’s selection of panelists?

Exercise 4

Utilization-focused evaluation supposedly follows and adheres to all Joint Committee standards

of utility, feasibility, propriety, and accuracy. Yet how can utilization-focused evaluators meet

these standards while acceding to the intended users’ desires? For example, the targeted group

may want to avoid collecting relevant but potentially embarrassing information—contrary to

the standards concerned with evaluator credibility, values identification, valid information, and

report timeliness and dissemination—and there are numerous other potential conflicts.

Peruse the Joint Committee’s Program Evaluation Standards (1994), and you will find

other possible discrepancies between the utilization-focused approach to evaluation and the

stated demands of the standards. Discuss the ramifications of these potential divergences.

Note

1. On the point of a utilization-focused evaluator’s acceptably assuming any of a variety of program-

related roles, we find it hard to see how he or she could act, for example, as a consultant who helped

shape a program and then produce a report that would not be vulnerable to attack for its lack of

independence. Such an attack might reasonably charge that the evaluator judged his or her own work

and thus violated the Joint Committee (2011) standard addressing conflicts of interest.We recognize,

however, that the 2011 edition of the Joint Committee’s Program Evaluation Standards excludes

standards from previous editions (1981, 1994) that require the evaluator’s impartial reporting. In

this regard, we see the 2011 Joint Committee standard on external metaevaluation as likely to be

very important in utilization-focused evaluations that might prove controversial. We believe this

observation is relevant, because UFE is keyed to meeting the Joint Committee’s program evaluation

standards.
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PART FOUR

EVALUATION TASKS, PROCEDURES, AND TOOLS

Thispartof thebookaddresses thepractical andprocedural

aspects of sound evaluations. We offer a methodology for

general application to all sound evaluation approaches.

The discussion includes practical procedures and tools,

plus many illustrations of their use. Chapters 17 and 18

give practical advice for identifying and responding to

evaluation opportunities. In Chapters 19 through 24, we

delve into the methodology of evaluation in a sequence

that proceeds through an evaluation’s start-up, design,

budgeting, contracting, information collection, analysis,

synthesis, reporting, and follow-up.
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CHAPTER 17

IDENTIFYING AND ASSESSING EVALUATION

OPPORTUNITIES

LEARNING OBJECTIVES

In this chapter you will learn about the

following:

• Types of evaluation opportunities,

including requests for proposal,

requests for quotes or qualifications,

internal evaluation assignments,

sole-source requests, and

evaluator-initiated opportunities

• Sources of information about

evaluation opportunities, especially

the Commerce Business Daily

• Types of evaluation agreements,

including contracts, grants, and

cooperative agreements

• Questions to ask in deciding whether

to pursue an evaluation opportunity

• How to ameliorate negative aspects of

evaluation assignments that cannot

be declined

• How to derive benefit from and avoid

pitfalls in attending bidders’

conferences

This chapter addresses the practical matters of how to

identify, assess, and address a range of different types of

evaluation opportunities. A key question on the mind

of evaluators, especially beginners, is,How do I find oppor-

tunities to apply my evaluation skills? Evaluators need

to distinguish between evaluation opportunities that are

worth pursuing and those that are not. An internal evalu-

ator sometimes will need to determine how to ameliorate

the negative aspects of an evaluation assignment that

cannot be declined.

In this chapter,wedraw fromourmany years of experi-

ence to share lessons we have learned related to identifying

and assessing evaluation opportunities. On completing the

chapter, readers should have a good notion of how to iden-

tify and examine evaluation opportunities. In particular,

they should know how to decide judiciously whether an

evaluation opportunity is worth pursuing or whether it

should be avoided if possible. To address cases where the

evaluator cannot reject an evaluation assignment, we offer

advice on how to proceed carefully and professionally. We

also offer our perspectives on how to derive benefit from

attending bidders’ conferences.

Sources of Evaluation Opportunities

Opportunities for conducting evaluations come from five

major sources: (1) a published or direct mail request for

an evaluation (request for proposal [RFP]), (2) a published

request for a quote or qualifications (RFQ) to imple-

ment an evaluation whose design is typically given, (3) an
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assignment given to an internal evaluator to conduct a particular evaluation, (4) a sole-source

request given to a particular (usually well-known) evaluator to conduct a study, or (5) an

evaluator-initiated proposal to conduct an evaluation that he or she sees as important.

Evaluation RFPs

It is quite common for funding organizations to publish or mail out RFPs. The issuing

organization may be a branch of federal, state, or local government; a charitable foundation;

or some other organization. The request may be announced in a publication, such as the

Commerce Business Daily, in which the particulars of the requested study are summarized

and information is given on how to obtain the RFP. Alternatively, the requester may mail the

full RFP or information on how to get it to preselected groups or individuals that are seen as

qualified potential bidders.

Contents of RFPs

Contents of evaluation RFPs are highly variable. Some contain extremely detailed information

on the evaluand and any previous evaluations of it, plus the particulars of the needed

evaluation. Other RFPs may be quite general, with an indication that the organization wants

the bidders to suggest the needed details and to exercise creativity. Both highly specific and

more general evaluation RFPs usually indicate the evaluation’s timeline, main questions to be

answered, needed information, the required reports, a recommended structure for proposals,

the criteria for evaluating proposals, the deadline for submitting a proposal, references to

relevant background materials, and the persons who can answer potential bidders’ questions.

Many RFPs give no indication of the amount of money available to support the evaluation or

only a general indication of available funds. Some RFPs stipulate that the agreement will be on

a cost-reimbursable basis, whereas others call for a fixed-price agreement. Often a published

RFP will note the time and place of a bidders’ conference where potential bidders will receive

an orientation from the sponsor and be able to ask questions pertaining to the competition.

Some RFPs require a fully developed and detailed proposal for the entire evaluation. Others

call for initial proposals to develop an evaluation plan. In the former case, the sponsor will

probably choose one contractor to proceed with the entire evaluation on a preordinate basis.

In the latter case, the sponsor may fund several bidders to produce competitive evaluation

plans. The sponsor would then assess the different plans produced under the initial planning

contracts and select one or a combination of plans to guide the long-term evaluation.

Contracts, Grants, and Cooperative Agreements

Another variable in evaluation RFPs concerns the nature of the award. The award typically is

a contract that specifies the agreements on how the selected bidder will conduct and report

on the evaluation. However, the award may be a grant rather than a contract. Under the terms

of a grant, the evaluator is given a sum of money under which he or she will have discretion

on what questions to address and how to carry out the evaluation. Here the evaluator is

given maximum flexibility and professional discretion and needs to account only for how the
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money was spent. Still another type of award is the cooperative agreement. This arrangement

requires that the evaluator and the sponsor collaborate in conducting and reporting on the

evaluation, with the evaluator needing to consult the sponsor on decisions during the course

of the evaluation.

Clearly, a grant or contract is the preferred type of award. They are less prone to conflicts

of interest between the evaluator and sponsor and undue influence by the sponsor. They are

more in keeping with evaluators’ need to maintain an independent perspective and edit their

own reports.

Identifying RFPs

To learn about evaluation RFPs, evaluators should monitor the Commerce Business Daily

and other publications that announce evaluation opportunities. They should also make their

evaluation qualifications and interests known to potential sponsors by visiting the organizations

and submitting relevant printedmaterials. Depending on the level of rapport developed with an

organization, it can be a good idea to make frequent visits to the organization to keep apprised

of evaluation RFPs that are being developed. In regard to the development of relationships with

funding organizations, it can be highly advantageous to consult with an organization or provide

volunteer services. Such services may include evaluating evaluation proposals, critiquing draft

RFPs, or even helping develop evaluation RFPs. Although participation in developing an

evaluation RFP is likely to preclude one from responding, there are side benefits of offering

such a service. In particular, one often becomes privy to other evaluation RFPs that are in the

pipeline. Such participation also represents an opportunity to demonstrate both interest in and

competence to contribute to the organization’s evaluation needs.

Over time, the best way to gain early awareness of evaluation RFPs consistently is to

develop and make known a track record of outstanding evaluation work. As in any other walk

of life, nothing succeeds like success. Frequently, RFP issuers will find evaluators who are

known for their extensive and consistently high-quality evaluation services rather than vice

versa.

Considerations in DecidingWhether to Respond to an RFP

We also note from our experience that if one learns about an evaluation RFP only after it has

been published, it may be a waste of time and effort to write a proposal. In such situations, the

time to respond may be very short. Also, other respondents may have been privy to the RFP

during its development and have a long head start in developing their proposal. Formany of the

evaluation contracts we have won, we have been in the latter position. Although such situations

do not constitute a level playing field, they are a part of the real world of RFP competitions.

Nevertheless, many evaluation RFPs attract no or only a few evaluation proposals. Thus, it is

not always a bad idea for an evaluator to bid on evaluation RFPs that he or she only learned

about in a publication.

We also note that there have been RFP cases where the subject evaluation was “wired” to a

particular respondent. Thus, many respondents to a fictitious RFP wasted their time in writing



Trim size: 7in x 9.25inStufflebeam c17.tex V2 - 08/06/2014 8:31am Page 426

426 CHAPTER 17–IDENTIFYING AND ASSESSING EVALUATION OPPORTUNITIES

an evaluation proposal because the preferred evaluator always had odds stacked in his or her

favor. Possibly this evaluator had excelled in conducting previous evaluations of the subject

program, had established a valuable database on the program, had acquired and maintained a

staff with just the right qualifications to proceed with subsequent evaluations, and had earned

the confidence of the program sponsor and other stakeholders. Understandably, the client

organization wanted to sustain and build on its past investment in this evaluation contractor.

Although the organization was compelled by statutory or other reasons to seek bids, it was

always predictable that it would hire the evaluator of record again. The sponsor might well

have written the RFP so that the evaluator of record would be the obvious choice—for example,

because that evaluator exceeded any other party’s experience in evaluating the subject program

and had staff with just the right combination of qualifications. We cite this type of dubious

practice as a part of the real world of evaluation RFPs. We advise evaluators to be alert to such

situations so as not to waste time bidding on wired evaluation “opportunities.”

Questions to Ask in Assessing an RFP

In looking at any evaluation RFP, potential bidders should carefully scrutinize the opportunity.

Questions to ask include the following:

• Does this program’s evaluation history reveal that the sponsor has had a sustained,

successful relationship with a particular evaluator who is likely or at least eligible to bid on

this evaluation?

• Is the timeline for responding unusually short?

• Does the RFP spell out criteria for selecting a bidder that almost excludes any party other

than the evaluator of record?

• Is the content of the RFP built largely on evaluation plans and reports that were authored

by the evaluator of record?

• Does the RFP essentially require the precise methodology that the evaluator of record

employed in previous evaluations of this program?

If the answers to these questions are all or mainly yes, then it might be prudent to forgo

responding to the particular evaluation RFP.

Evaluation RFQs

An evaluation RFQ is similar to an RFP in allmatters except for the level of openness to different

possible evaluation designs. Whereas an evaluation RFP asks the respondent to propose a plan

for conducting the subject evaluation, an RFQ usually stipulates the methodology to be

employed and asks the respondent either to quote a price for conducting the specified study

or to submit his or her qualifications to conduct the study. The prescribed elements of design

in an RFQ almost always are highly specific and leave the successful bidder little room for

creativity and discretion.
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From our vantage point, RFQs usually are not attractive options for applying one’s

evaluation skills. They place the evaluator essentially in a technical role and may prevent

explorations that are necessary to assess a program’s merit and worth. We acknowledge that

the given evaluation design might have been developed carefully and appropriately; that the

sponsor appropriately may seek out an evaluator to faithfully execute the design; and that

providing such an evaluation service is legitimate, even if not creative.

Questions to Ask in Assessing an RFQ

Before pursuing an RFQ, an evaluator should address such questions as the following:

• Is the prescribed methodology appropriately responsive to the full range of important

questions concerning the program’s merit?

• Will competent implementation of the stipulated methods assuredly expose a failed

program as well as hail one that succeeded?

• Does the prescribed methodology include an appropriate range of qualitative as well as

quantitative methods?

• Is the prescribed methodology unbiased in looking at both strengths and weaknesses?

• Will implementation of the stipulated reporting plan ensure that findings are accessible to

all right-to-know audiences?

• Does the prescribed methodology allow access to all relevant sources of information about

the program?

• Will the prescribed methodology allow the evaluator to conduct an evaluation in which he

or she can take pride?

• Will implementation of the prescribed methodology meet the standards of the evaluation

field?

To the extent that an evaluator has to answer these questions in the negative, he or she

might want to pursue other, better opportunities for applying his or her evaluation skills.

Internal Evaluation Assignments

Many evaluators are not independent contractors, but rather internal evaluators. They work

within their organization and address its evaluation needs. Often those needs entail conducting

evaluations of the organization’s externally funded projects. Other times, internal evaluators

assess certain programs or divisions within their organization.

Internal evaluations are vital to an organization’s health and accountability. They are

especially important for guiding program planning and improvement. In addition to requesting

internal evaluations, the organization often has to bring in outside evaluators, who are more

independent than the insiders. However, it is internal evaluators who by and large provide

the information that the outside evaluators use to reach their conclusions and judgments.
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Thus, internal evaluators have an important role in helping the organization maintain its

accountability, even when outsiders conduct and report on the evaluations.

Advice for Setting Organizational Evaluation Priorities

In an organization of any size, there are more evaluation needs than the internal evaluators

can address. Therefore, it is important that the organization have a process for assigning

evaluation priorities, allocating evaluation resources, and scheduling the work. We think the

internal evaluation team should annually assess the organization’s evaluation needs, work with

the organization’s hierarchy to set evaluation priorities, and develop and carry out an annual

program of internal evaluations. In addition to planning and scheduling internal evaluations, it

is also important for an organization to maintain an evaluation contingency fund by which to

address those emergent and important evaluation needs that were not predicted.

One way to set priorities and also foster use of evaluation findings is to establish a stake-

holder evaluation review panel. The members should be representative of the organization’s

structure both horizontally and vertically. Such a panel’s responsibilities could be to review

annual assessments of evaluation needs, help set annual priorities for allocating evaluation

resources, review evaluation plans and reports, help promote use of evaluation findings, and

help develop the organization’s evaluation policies and procedures.

Clearly, internal evaluators face a difficult obstacle in the form of their natural conflicts of

interest. As professional inquirers, they need to issue valid assessments of merit and worth. Yet

they also have to contribute to their organization’s welfare and not cause it to fail or experience

undue embarrassment, as might be the case in issuing and disseminating negative reports. For

internal evaluators to walk the fine line between valid, forthright evaluation and advocacy for

their organization’s welfare, we think the organization should adopt and follow the standards of

the evaluation field. This implies that all decision makers within the organization, at all levels,

must become as conversant with adopted standards as the evaluators. The internal evaluators

should faithfully follow these standards in conducting their evaluations. If it is clear that they

cannot do so in a particular evaluation case, then they should use the standards to convince

their organization to contract with an outside evaluator or at least an outside metaevaluator. If

it is not feasible to bring in an outside party, the internal evaluators should make clear in their

report the problems they faced; how they addressed these; and what they see as limitations of

their findings, together with the reasons.

Sole-Source Requests for Evaluation

Experienced evaluators often are pursued on a sole-source/noncompetitive basis to conduct

evaluations. This can be a fortunate situation for such an evaluator for a number of reasons.

First, there is a good prospect that the evaluation findings will be used, because the sponsor

wants the evaluation done. Second, the evaluator usually will be given discretion in matters of

evaluation design. Third, on rare occasions, the sponsor may inform the evaluator that he or

she has, within reasonable limits, a blank check to fund all appropriate evaluation tasks. Fourth,

the evaluator often will be allowed to set a reasonable timeline to accomplish the needed
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work. Clearly, an evaluator who is pursued by a sponsor and given an exclusive evaluation

opportunity will want to seriously consider the opportunity before turning it aside.

Nevertheless, there can be good reasons to reject such opportunities. Possibly the sponsor

is seeking a good report—not in terms of quality, but in terms of a positive judgment of the

evaluand—and is willing to pay a high price for it. Conversely, the sponsor may be seeking and

willing to pay handsomely for an unmitigated indictment of a program. Or, more subtly, the

sponsor may open the way for a professionally sound evaluation but plan to use any indication

of a program’s weakness to fire the director or cancel the program. We have seen examples of

each of these in our evaluation work. As we argued in Chapter 5, evaluators should not be in

the business of conducting pseudoevaluations.

Accordingly, we advise evaluators who are sought out by a sponsor to undertake a

background investigation before signing on to do the evaluation. It is especially important

to identify and have an exchange with persons and groups that might experience harm as a

consequence of the evaluation. Often they can offer insights into any hidden agenda for the

evaluation. In general, it is important to learn as much as possible about the political climate

surrounding the evaluation request before signing on. If red flags appear, the prospective

evaluator can decide not to proceed or to proceed only under contractual terms that protect

the evaluation’s integrity and safeguard the legitimate interests of program stakeholders.

An evaluator can increase the prospects of being sought out for evaluation assignments

in a number of ways. Most important is to develop a track record of conducting technically

competent and useful evaluations. It is also a good idea to publish lessons learned and conduct

training sessions based on one’s evaluations. Evaluators are wise to be of service to potential

client organizations, for example, by helping evaluate evaluation proposals and develop

evaluation RFPs. An evaluator can prepare and disseminate a brochure describing his or her

qualifications, experience, and availability for evaluation work. In addition, the evaluator might

study the annual reports of prospective evaluation clients and send them a letter indicating

his or her availability and interest in evaluating their programs. It is prudent for the evaluator

to schedule visits to prospective funding organizations and provide them with information

that has relevance to their evaluation needs. Also, an evaluation organization can maintain a

Web site that includes evaluation exemplars and information about the organization and its

staff (for an excellent example, visit www.wmich.edu/evalctr/). To the degree that qualified

evaluators or evaluation organizations conduct activities such as those identified, they are likely

to have many evaluation opportunities essentially walk through their doorway. However, we

emphasize again that before signing on, the prospective evaluator should carefully scrutinize

any sole-source opportunity for the possibility of an inappropriate, hidden agenda.

Evaluator-Initiated Evaluation Opportunities

Experienced evaluators often develop a track record of conducting evaluations within a given

domain, such as charter schools, computer technology, community development, best business

practice, employment, science education, or digital imaging technology. As they proceed from

evaluation to evaluation, they will see often see a need for an important study that could help

http://www.wmich.edu/evalctr
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advance the area or perhaps help turn it in a new direction. Accordingly, such evaluators

probably will not wait for a relevant RFP or other evaluation opportunity to emerge. Instead,

they will act proactively to help generate an appropriate evaluation opportunity. The following

scenario, based onmany actual evaluator-initiated evaluations of whichwe are aware, illustrates

how the proactive evaluator might proceed.

An evaluatormight schedule a visit to an organization, such as a foundation or government

agency, that has funded evaluations in his or her particular area of interest and that may

have discretionary funds for evaluator-initiated evaluations. In the course of scheduling the

visit, the prospective evaluator might send a brief letter noting the need for evaluation

in the substantive field and his or her desire to explore that need and how it could be

addressed. (The initial contact could also be an informal encounter between the evaluator and

a representative of the funding organization at a professional meeting.) The evaluator might

take along to the scheduled meeting some brief written material, such as a list of talking

points. However, he or she would be smart not to present, during this initial meeting, anything

like a full-blown evaluation plan. Instead, it is better to establish rapport with the funding

organization’s staff and engage in a give-and-take exchange about the need for evaluation

and how best to address it. At the meeting’s conclusion, the evaluator probably would

suggest and secure agreement on appropriate next steps. Typically the evaluator would send

the funding organization a summary of the initial meeting, including any consensus that was

reached, plus a draft evaluation plan. Subsequently the evaluator might engage in one or more

follow-up meetings so that he or she and personnel of the funding organization could go over

and strengthen the evaluation plan. If all goes well in the process of exchange and collaborative

planning, the funding organization may ask the evaluator to submit a formal proposal for

sole-source funding.

In summary, the evaluator should pursue a process of interaction and development of

mutual understanding prior to detailing the evaluation plan, a process that could require

months. Throughout the process of dialogue and deliberation, the evaluator should document

the exchanges, and after each meeting should send a record of what was discussed, including

any key agreements on next steps.

Cultivation of funding organizations followed by collaborative development of evaluation

plans is a close-to-ideal way for evaluators to pursue a line of evaluation work. Of course,

the evaluator must protect the integrity of the evaluation plan and process and not afford the

sponsor inappropriate control over the evaluation procedures or reports. The evaluator should

ground the evaluation in standards of the evaluation field, attest at appropriate points in the

evaluation process to the extent to which the evaluation is meeting the standards, and do

everything possible to ensure that the evaluation is subjected to an independentmetaevaluation.

By pursuing such safeguards, the evaluator should be able to retain an appropriate level of

independence in the evaluation work while enjoying the benefits of a functional working

relationship with the funding organization. If at all possible, the evaluator should obtain a

grant rather than a contract or a cooperative agreement. If appropriate safeguards have been

instituted, however, a defensible evaluator-initiated evaluation can be conducted under any of

these arrangements.
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Bidders’ Conferences

In the case of a relatively high-cost evaluation, the sponsor often announces and conducts

a bidders’ conference. The conference’s purpose is to give all potential bidders an equal

opportunity to receive background information about the needed evaluation and address

questions to the sponsor’s representatives. The conference typically is conducted in an

auditorium and runs for one to two hours. Conference leaders will be closely scripted in terms

of the questions they can and cannot answer. The conference begins with an overview of the

needed evaluation and the bidding requirements. Often the presenters distribute materials

to supplement the evaluation RFP. The bulk of the meeting follows a question-and-answer

format. Usually this segment is tape-recorded, with a transcript sent to all those in attendance

and others if they request it. In addition, the sponsor will distribute a list of all conference

attendees.

Although attendance at the conference is not a condition for entering or winning the RFP

competition, there are several advantages to attending. First, an evaluator can make sure that

his or her most important questions are asked. Second, it is always of interest to see who is in

attendance. Observing who asks which questions and how different attendees interact before

and after the session may help the evaluator size up the competition. Also, by attending the

conference and interacting with some of the participants, an evaluator can consider possible

advantages of partnering with other attendees to make a collaborative proposal.

In attending the conference, it is important to remember that the attendees are potential

competitors. Before, during, and after the conference, they are likely to seek information from

or about other evaluators and their respective organizations that could help them win the

proposal competition. Thus, attendees must be wary of disclosing proprietary information

that would help a competitor. Such information could include whether one has decided to

bid, who is likely to lead the bidding effort, what other staff members will be involved, what

consultants are being sought, what one’s history is in regard to the particular RFP, what one

considers to be a probable dollar cost for the evaluation, whether one would collaborate with

another organization, what background planning has already been done, and what political

support has been lined up. It is prudent never to volunteer information to others on any such

matters and not to ask questions in the publicmeeting that would reveal information that could

advantage the competitors. During the meeting, an evaluator usually is wise to wait before

posing questions to see if other attendees ask those questions. This is because posing questions

can expose one’s plans for responding to the RFP. One should, however, listen intently during

the meeting and before and after it for information helpful in writing a winning proposal. Also,

it is important to take good notes based on attendance at the meeting, because the transcripts

might not be complete and forthcoming in a timely fashion.

The preceding discussion of gamesmanship in responding to evaluation RFPs may seem

distasteful. In fact, we found it distasteful to have to write about it. That being said, evaluations

occur in a political context. It would be naive not to consider and effectively address the

political realities of competitions for evaluation projects. Tomake this error would consistently

put one on the losing side. It would also be wasteful of the invested time and funds.
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Summary

In this chapter we have offered leads about how best to find, assess, and address evaluation

opportunities. Evaluators may uncover and pursue a wide range of evaluation opportuni-

ties. These include RFPs, RFQs, internal evaluation assignments, sole-source evaluations, and

evaluator-initiated opportunities. We have stressed that evaluators, in responding to or gen-

erating such opportunities, should carefully assess whether potential opportunities are worth

pursuing in terms of both feasibility and ethicality. We have emphasized that evaluators should

always hold their evaluations to the standards of the evaluation field and that they should seek

to have their evaluations subjected to independent metaevaluations. We have also given our

perspective on how best to participate in bidders’ conferences.

REVIEWQUESTIONS

1. What is an evaluation RFP, and what are the sources of RFPs?

2. What are signs that youwouldhave apoor shot atwinning anevaluationRFP competition?

3. What ismeant by the observation that an evaluation RFP is “wired,” andwhat are the signs

that this is the case?

4. Why is it important to considerwhether an RFP calls for a grant, a contract, or a cooperative

agreement, and why would an evaluator usually prefer a grant?

5. What are the hazards of entering into a cooperative agreement, and what steps can an

evaluator take to protect the integrity of an evaluation under these circumstances?

6. What is an RFQ, and why might it not appeal to an evaluator’s creativity?

7. What are evaluation review panels, what should be the membership of such panels, and

what is their role in internal evaluation systems?

8. What is a sole-source request for an evaluation, and what are possible reasons to reject

such an opportunity?

9. What is an evaluator-initiated evaluation opportunity, and what steps could an evaluator

follow to effectively generate such an opportunity?

10. What is a bidders’ conference, what are the advantages of attending one, and what are

some cautions associated with one’s behavior at the conference?

Group Exercises

Exercise 1

Outline a strategy that a neophyte evaluator could follow to consistently learn about evaluation

opportunities.



Trim size: 7in x 9.25inStufflebeam c17.tex V2 - 08/06/2014 8:31am Page 433

SUGGESTED SUPPLEMENTAL READINGS 433

Exercise 2

Suppose that you are outlining a policy to address conflict-of-interest issues in an organization’s

internal evaluation system. Define these potential issues, and list safeguards the organization

could institute to address them effectively.

Exercise 3

What are the advantages of responding to a sole-source request for an evaluation, what are

potential threats to such an evaluation’s integrity, and what can the evaluator do to protect the

evaluation’s integrity?

Exercise 4

What are some of the basic precautions an evaluator should observe when considering

responding to any evaluation RFP?

Suggested Supplemental Reading

Hamper, R. J., & Baugh, L. S. (2011). Handbook for writing proposals (2nd ed.). Columbus, OH:

McGraw-Hill.
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CHAPTER 18

FIRST STEPS IN ADDRESSING EVALUATION

OPPORTUNITIES

LEARNING OBJECTIVES

In this chapter you will learn about the

following:

• Determining and defining roles for a

needed evaluation team

• Recruiting evaluation team members

• Subcontracting part of the evaluation

work

• Clarifying the need for the evaluation

• Meeting the evaluation field’s

standards

• Arranging for institutional support

• Giving credit to evaluation team

members for their contributions

• Satisfying requirements of a human

subjects institutional review board

• Developing an evaluation proposal’s

appendix

• Setting up a stakeholder evaluation

review panel

Afterdeciding topursueaprogramevaluationopportunity,

one must engage in an array of start-up activities: defin-

ing evaluation staffing needs, recruiting team members

and collaborators, defining staff evaluation assignments

and arranging to give credit to staff members for their con-

tributions, developing thorough familiarity with the need

for the evaluation, stipulating the standards for guiding and

assessing the evaluation, establishing an institutional base

of support for the projected work, satisfying institutional

requirements for protecting the rights of human subjects,

obtaining such appendixmaterials as letters of support and

institutional as well as individual vitae, and planning for

a stakeholder evaluation review panel. These activities are

preliminary to the detailed work in developing the tech-

nical evaluation design, creating an appropriate budget,

drafting a contract to cover the evaluation work, and pack-

aging and submitting the evaluation proposal materials.

Often the prospective evaluatorwill need to pursue the

initial start-up tasks expeditiously, especially in responding

to a request for competing evaluation proposals (that is, a

request for proposal [RFP]). Three main reasons underlie

the need to move ahead proactively and promptly. First,

the evaluator needs to recruit the most qualified staff,

consultants, and (as appropriate) collaborating organiza-

tions before the competition lines them up. Second, he

or she needs to draft evaluation proposal materials early,

so that successive drafts can be prepared and critically

reviewed, and so that ultimately a highly competitive final

proposal is prepared ahead of the deadline for submission.
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Third, he or she needs to provide ample time to channel the proposal materials through a

human subjects institutional review board and to acquire all the needed support and signatures

from his or her institution.

In this chapter, we define some of the initial start-up activities and offer our advice. In

ensuing chapters, we address other evaluation start-up activities, particularly evaluation design,

evaluation budgeting, and evaluation contracting.We recognize that this chapter (and the other

Part Four chapters) is especially applicable to relatively large-scale evaluations that require a

team of participants. Nonetheless, many of the lessons apply to small studies conducted by

a single evaluator.

Developing the Evaluation Team

One of the highest-priority start-up activities is to begin determining prospective evaluation

participants and obtaining commitments from them. Having decided to proceed with the

evaluation, the initiator should have a firm idea of the needed evaluation expertise. Example

roles for a particular evaluation could be evaluation designer and manager, subject matter

specialist, field data collector, measurement and analysis specialist, communication specialist,

editor, and secretary. Full-time staff membersmight fill certain roles, and part-time consultants

could carry out other roles. Often, certain evaluation team members will carry out more than

one role. A large-scale evaluation might also require collaboration with one or more other

organizations.

Recruitment of Evaluation Participants

After identifying the needed evaluation roles, the evaluator should proceed with all due haste

to recruit members for the evaluation team. Experienced evaluators often have in mind a range

of highly qualified persons with the needed expertise. Even experienced evaluators, however,

often contact trusted colleagues for recommendations and look into the literature for persons

who have published in the relevant substantive and technical areas. These are useful moves.

After listing potential evaluation participants, it is time to start contacting them in

person, by telephone, or less desirably by e-mail. In the ensuing exchanges with each possible

participant, the initiator should identify the evaluand, the sponsor, the evaluation’s purpose,

the main evaluation questions, the projected evaluation approach, the timeline, the role

and amount of time envisioned for the person (or organization), and the expected level of

compensation for the needed service once the evaluation is funded. Moreover, the evaluation’s

context, and in particular any abnormal political climate, should be explained and discussed.

The initiator should respond to the potential recruits’ questions and be open to hearing and

using their ideas. For recruits who are willing to commit, the initiator should request a copy of

their résumé and a letter stating their willingness to participate once the evaluation is funded.

These materials will be placed in the proposal’s appendix. Also, the initiator should keep all

the recruits informed as the evaluation planning proceeds.
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Developing Thorough Familiarity with the Need
for the Evaluation

Prior to deciding to pursue the evaluation opportunity, the initiator will have learned a good

deal about the evaluand and the need for the evaluation by studying the RFP (if there is one)

and possibly attending a bidders’ conference. But such activities are only the beginning of

what has to be done. In addition, the initiator should search out relevant materials and people

who know a good deal about the situation. Relevant materials might include past evaluations

of the evaluand, journal articles, newspaper clippings, and a Web site. Key informants could

include persons who previously evaluated the evaluand, experts in the subject matter area, and

persons who have conducted and published research in the program area. As relevantmaterials

are identified, the initiator and collaborators should study and discuss them and place them

in an evaluation project library. Similarly, they should hold discussions with key informants,

including those who may be expected to oppose the program or the evaluation. In general, the

initiator and colleagues should learn all they can relevant to the evaluation assignment.

Stipulating Standards for Guiding and Assessing
the Evaluation

In Chapter 3we presented three sets of evaluation standards: the Joint Committee on Standards

for Educational Evaluation’s Program Evaluation Standards, the American Evaluation Asso-

ciation’s Guiding Principles for Evaluators, and the U.S. Government Accountability Office’s

Government Auditing Standards. We also explained the fundamental importance of standards

for guiding and assessing evaluation work and helping confirm its credibility. Depending on

the particular evaluation situation and the initiator’s preference, we think any of these three

sets of standards can provide an appropriate foundation for a program evaluation. We advise

the initiator who is planning an evaluation to select, in communication with the client, one or

more of these sets of standards and present them to the evaluation team as the guiding policy

for the contemplated evaluation. The initiator should require all evaluation team members to

learn and apply the selected standards. These standards should be made an explicit part of the

evaluation proposal.

Establishing Institutional Support for the
Projected Evaluation

An early task for an evaluation initiator in preparing to submit a proposal is to gain support

from his or her organization. The initiator should inform relevant superiors, administrative

officials, and colleagues of the plan to write and submit a proposal; the timeline for completing

and delivering the proposal; and the needed institutional resources, sign-offs, and assistance. At

this early stage, administrators at the initiator’s institution should be informed of the amount

of money believed to be available for the evaluation work. The initiator should also be frank
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in discussing the feasibility of submitting a winning proposal, given the institution’s likely

requirements for indirect/institutional overhead cost reimbursement. In some cases, it may be

feasible for the institution to provide some type of matching support, such as a reduction in the

indirect cost rate or contributed time of one or more evaluation staff members. Discussions

of institutional support should also include such matters as needed release time for certain

of the institution’s staff members and possible subcontracts with other organizations whose

services will be needed. In regard to subcontracting, it will be important to talk early with

the lead organization’s attorney who would be involved in writing and approving any needed

subcontracts.

Arrangements for Giving Staff Members Credit for Their Evaluation
Contributions

A point often overlooked is the need for the parent organization to commit to providing

staff members who participate in the evaluation with due credit for their contributions to the

evaluation. Staff members’ excellent performance on a contracted evaluation should count

toward their salary increases, promotions, awards, and, as relevant, tenure. It is wise to work

out in advance how the organization will provide evaluation participants with just recognition

and rewards, such as added salary.

Engaging the Human Subjects Institutional Review Board

Many organizations have a human subjects institutional review board (HSIRB) that typically

has the authority to prevent a proposal from going forward if it does not satisfy the board’s

standards. Such boards have forms to fill out and often have a time-consuming review process

that can be onerous. Clearly, the initiator of an evaluation proposal should contact the review

board early and make sure the members understand his or her intention to submit a proposal

plus the time frame. The initiator should fill out and submit review board forms as soon as

possible.More thanone excellent evaluation proposal has been rejected or has not beenpursued

because it failed to meet review board requirements in a timely fashion. The evaluator can

make a strong case to the HSIRB that the evaluation will meet pertinent ethical requirements

for observing and protecting the rights of human subjects by documenting that the evaluation

will be designed and conducted to meet the evaluation field’s standards.

Developing the Evaluation Proposal’s Appendix

Unfortunately, many evaluation planners wait until the last moment to compile an evalua-

tion proposal’s appendix of essential background information. Consequently, some needed

materials may not be included, and the included materials may be superficial or poorly

prepared. Such weaknesses in an evaluation proposal can substantially worsen its prospects

for funding.

From the start of preparing to submit a proposal, the initiator should begin soliciting and

compiling the appendixmaterials. Thesemay include, among others, a summary of the adopted
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evaluation standards, an institutional vita, personal résumés or curricula vitae for personnel, a

list of members of an evaluation review panel, and letters of commitment.

It is important to scrutinize and be selective in regard to what goes in the appendix. For

key staff members, full-length résumés may be important, whereas summaries may suffice for

less crucial participants. In obtaining letters of commitment, it can be useful to provide the

letter writers with a model letter of commitment. This needs to be done as early as possible, so

that the initiator can follow up to obtain letters from late respondents. In further developing

the evaluation design, it may also be possible and important to include sample evaluation

instruments.

Planning for a Stakeholder Review Panel

In many evaluations, it can be important to arrange for the involvement of a stakeholder

evaluation review panel. This panel’s tasks should include reviewing and critiquing draft eval-

uation materials; helping to disseminate evaluation findings; and, as appropriate, facilitating

data collection. The panel’s membership could include staff members of the program being

evaluated, constituents of the program, relevant policymakers, evaluation experts, and persons

from the organization that funds the subject program. Effective employment of such a review

panel can help ensure that evaluation instruments are understandable to data providers, that

reports are responsive to key questions and clear, that approaches to data collection are feasible

and efficient, and that evaluation findings are heeded and used by the intended audience.

Based on our experience, we believe it is important not to label this panel as an “advisory

panel.” The type of panel we have in mind is capable of reviewing draft evaluation plans,

reports, and tools for clarity, relevance, political sensitivity, and utility. Many of its members,

however, would not be qualified to judge the technical merit of suchmethodological matters as

evaluation design, sampling, data collection, and statistical analysis. In any case, it would be a

mistake for the evaluator to give the impression that the review panel has authority for deciding

how the evaluation will be conducted. We think evaluators should make clear to members of

the review panel at the outset that their task is not to help design the evaluation’s technical

aspects, but to provide periodic reviews of how well and how diplomatically draft reports are

being communicated to the intended audience and to comment on how data collection can

best be scheduled and carried out in the program’s environment. The evaluator must retain

the authority over as well as the responsibility for using stakeholder feedback to decide how

best to proceed with an evaluation and how appropriately to manage and refine along the way

the evaluation’s implementation.

Summary

In this chapter we have noted some of the key early steps in developing a winning evaluation

proposal. The crucial start-up steps include recruiting and defining roles for evaluation team

members and possible collaborators, clarifying the need for the evaluation, adopting standards

for guiding and assessing the evaluation, arranging institutional support for the evaluation,



Trim size: 7in x 9.25inStufflebeam c18.tex V2 - 08/06/2014 8:35am Page 440

440 CHAPTER 18–FIRST STEPS IN ADDRESSING EVALUATION OPPORTUNITIES

arranging to give credit to evaluation team members for their contributions, meeting require-

ments of a human subjects institutional review board, developing the evaluation proposal’s

appendix, and setting up a stakeholder evaluation review panel. These steps are essential in

establishing a strong foundation for the projected evaluation. Evaluation planners who give

short shrift to such start-up tasks diminish their prospects of submitting a winning evaluation

proposal.

REVIEWQUESTIONS

1. In general terms, what are appropriate labels for and brief definitions of five essential

start-up activities for large-scale program evaluation?

2. What key staff roles have to be defined and carried out in a relatively complex program

evaluation?

a. What brief definition would you assign to each role?

b. Is it necessary that a different person carry out each role?

c. Why or why not?

3. What is this chapter’s stance on giving credit to evaluation team members for their

contributions to an evaluation?

a. What is your assessment of the pros and cons of this stance?

b. What is yourassessmentof the relative feasibilityof realizing this stance inorganizations

withwhich youhave experience (for example, universities, school districts, government

organizations, private foundations, or private companies)?

c. Briefly explain your assessment in regard to each of the organizations you listed for the

previous question.

4. What are at least three concrete steps for clarifying the need for an evaluation?

5. In reference to the program evaluation standards listed in Chapter 3, which particular

standardswould you judge to have relevance for protecting the rights of human subjects?

6. What are at least four types of institutional support that are relevant to preparing an

evaluation proposal for external funding?

7. Many organizations have a human subjects institutional review board.

a. What is the role of such a board?

b. What is the likely consequence of bypassing the board in the process of submitting an

evaluation proposal for external funding?

c. Do you think such a board is expected to assess and approve a proposed evaluation’s

methods?

d. If yes, why? If no, why not?

e. Why would an evaluation’s incorporation of the evaluation field’s standards help the

evaluation proposal meet the requirements of a human subjects institutional review

board?
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8. What are at least four kindsof relevantmaterials pertaining toaprogramthat anevaluation

initiator should obtain and study before finalizing an evaluation proposal?

9. What are at least three reasons why all participants in an evaluation should be conversant

with the standards that will be used to guide and assess the evaluation?

10. When should an evaluator compile an appendix of essential background information for

an evaluation proposal?What general itemswould you include in a tentative outline for an

evaluation’s appendix?

Group Exercise

Acharitable foundation has issued anRFP for a longitudinal, approximately five-year evaluation

of its self-help housing program. The program’s main features are outlined as follows:

• Located in a poverty-stricken area of a large city

• Construction to be on a seven-acre plot recently donated to the foundation

• Helping thirty-two low-income families obtain low-cost, thirty-year home mortgages

• Selecting families with at least one parent who is gainfully employed, clean criminal

background checks, an acceptable credit rating, young children (twelve and under), and a

clear need for decent housing

• Houses with three bedrooms, fifteen hundred square feet, an attached garage, and a small

yard

• Guiding each family through the process of constructing its new home

• Families obtaining their own hand tools

• Foundation subsidy by providing each family with a lot; the needed concrete, electrical,

roofing, and plumbing work for the houses; needed infrastructure, including streets,

sewers, water, electrical service, and garbage pickup; an on-site coordinator of builders

and cobuilders, and two on-site construction experts to provide on-the-job construction

training and support; periodic foundation-sponsored social events to promote cohesiveness

among the families; plus periodic special self-improvement courses and counseling for

both adults and children

• Covenants, requiring no farm animals plus freedom from domestic violence and drug and

alcohol abuse

• Each builder and a cobuilder (usually the spouse) required to work on the houses for ten

hours during each Saturday and Sunday, over a twelve-month period

• Four increments of eight houses to be built successively during a total development period

of four years
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• Involved families responsible for obtaining child care while working on their respective

houses

The RFP requests both ongoing formative evaluation and a five-year summative evaluation.

The specified formative evaluation questions are as follows:

1. How well is each of the program’s main features being carried out?

2. What problems are being encountered in the Saturday and Sunday construction processes?

3. What are the families’ common and idiosyncratic needs in regard to housing?

4. Is this program meeting those needs effectively?

5. Are relations among the builders harmonious during the Saturday and Sunday construction

processes?

6. Over the course of the program, are children’s needs being met, or is the program proving

counterproductive for any of them?

7. Along the way, what improvements in either program design or implementation are

needed?

The specified summative evaluation questions are as follows:

1. To what extent did the program succeed in meeting the housing needs of the involved

thirty-two families?

2. To what extent did the program succeed in meeting pertinent needs of the participating

children?

3. To what extent did each of the program’s planned features prove sound and effective?

4. What were the program’s effects on the participating families—positive and negative,

planned and unplanned?

5. What were the program’s effects on the surrounding community?

6. What were the program’s most important strengths and its most important weaknesses?

7. Overall, what was the program’s level of cost-effectiveness?

As members of a university’s evaluation center, you and several colleagues have decided to

develop and submit a proposal for evaluating the foundation’s self-help housing program. In

considering how to address this evaluation opportunity, respond to the following questions:

1. What do you see as the appropriate composition and particular roles of the needed

evaluation team?

2. What additional information would you seek to clarify the need for this evaluation, and

where do you think your group might find this information?

3. What set of standards would you choose to undergird the evaluation? Considering those

standards, would you add any evaluation questions to the lists provided by the foundation?

4. What types of support would you request from your university to submit a viable, winning

proposal, and what is your rationale for each request?
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5. What specifically would you ask the university to do to give credit to the evaluation

team members for their contributions to the evaluation, especially the involved faculty

members?

6. What methods would you employ to conduct the formative evaluation?

7. What methods would you employ to conduct the summative evaluation?

8. In general, what argument would you offer the university’s HSIRB to demonstrate that

your evaluation will protect the rights of human subjects?

9. What main items would you include in the evaluation proposal’s appendix?

10. Would you set up a stakeholder evaluation review panel? Why or why not? If yes, what

roles would you include on the review panel?

Suggested Supplemental Readings

Bhola, H. S. (1998). Program evaluation for program renewal: A study of the National Literacy Program

in Namibia (NLPN). Studies in Educational Evaluation, 24, 303–330.

Hamper, R. J., & Baugh, L. S. (2011). Handbook for writing proposals (2nd ed.). Columbus, OH:

McGraw-Hill.



Trim size: 7in x 9.25inStufflebeam c18.tex V2 - 08/06/2014 8:35am Page 444



Trim size: 7in x 9.25inStufflebeam c19.tex V2 - 08/07/2014 7:31pm Page 445

CHAPTER 19

DESIGNING EVALUATIONS

LEARNING OBJECTIVES

In this chapter you will learn about the

following:

• The definition of evaluation design

• Skills needed for preparing sound

evaluation designs

• The details of an evaluation design

based on the context, input, process,

and product (CIPP) model

• An illustration of integrating

evaluation standards into an

evaluation design

• An illustration of inclusion of the

advocate teams technique in an

evaluation design

• The contents and uses of a generic

checklist for designing evaluations

• The details of evaluation design

components, including focusing the

evaluation; collecting, organizing, and

analyzing information; reporting

interim and final results; and

administering the evaluation

Having decided to conduct a study, the evaluator needs to

prepare an appropriate design. An evaluation design is a set

of decisions required to carry out the needed evaluation.

These focus especially on determining the evaluand, iden-

tifying channels for informing and involving right-to-know

audiences, defining questions to be addressed, clarifying

relevant values and criteria to be applied, identifying infor-

mation to be collected, specifying information collection

and analysis tools and procedures, arranging data control

protocols, planning for synthesizing findings, scheduling

interim and final reports, determining reporting methods,

taking steps to promote and support use of findings, and

administering the evaluation. On a practical level, the eval-

uator needs tomake design decisions before the evaluation

work begins because these provide the basis for budgeting,

contracting, staffing, and scheduling the needed work. In

randomized experiments, the initial core design decisions

are considered fixed because the evaluator seeks to hold

treatment and control conditions separate and constant

to identify their differential effects on assigned treatment

and control groups of subjects. In the more general case of

program evaluations, initial design decisions oftenmust be

reconsidered or fleshed out as the evaluation unfolds. This

is especially so in formative and responsive evaluations. In

such evaluations, the evaluator expects information needs

to evolve as interim reports surface new issues, as the

subject program matures (or falters), and as the client

and other stakeholders raise new questions. Even in field

experiments, contextual dynamics and needs and actions

of experimental subjects may erode the evaluator’s control

over treatment and control conditions and cause the eval-

uator to modify the experimental design, or even replace
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it with a nonexperimental approach. In general, evaluators should periodically revisit, update,

and delineate evaluation design decisions in consideration of evolving study conditions and

client or other stakeholder needs. We advise readers to fix firmly in their minds that evaluation

design is both process and product: initial design decisions appropriately are often general and

tentative and become increasingly specific as an evaluation unfolds.

Over the course of an evaluation, the evaluator must exercise excellent communication

and negotiation skills, responsiveness, and technical expertise in reaching and evolving sound

design decisions. Overall, the evaluation design should address an audience’s information

needs, provide for judging the evaluand’s merit and worth, be true to the evaluator’s chosen

evaluation model or approach, be capable of execution in the evaluand’s setting, and in general

meet the standards of the evaluation field. To address such challenges effectively, an evaluator

requires an appropriate repertoire of qualitative and quantitative methods, competence in

planning and administering evaluations, the ability to meet evaluation standards, political

skills, and a good measure of creativity.

In addressing the topic of evaluation design, first we present and discuss a fictionalized

example of an evaluation design that is based on an actual evaluation. We have focused

on a fairly complex evaluation because it provides a basis for looking at a wide range

of evaluation tasks and methods, in both this and subsequent chapters, and because it

illustrates the frequent situation in which an evaluation design starts out as a general plan

and takes on specificity after the study is funded and launched. The evaluation was keyed

to professional standards for evaluations and had profound effects on the client’s decisions,

and in those respects, it was exemplary. A bonus is that the example is an evaluation of

a military personnel evaluation system that has the structural characteristics of a program

evaluation (assessment of an interrelated set of goal-directed activities) and the content of

personnel evaluation.

Second, we present and discuss a generic checklist for use in making evaluation design

decisions or checking the adequacy of a completed evaluationdesign.This checklist is applicable

to any of the wide range of defensible evaluation models and approaches and may be used in

conjunction with the design recommendations included with a chosen evaluation model or

approach. It is a tool for use in constructing an initial design, fleshing it out as the evaluation

proceeds, and checking the adequacy of a proposed design. The checklist is useful to both

evaluators and clients. We also reference particular checkpoints to apprise readers of the

additional design decisions that the evaluation team had to make during its evaluation of

the military personnel evaluation system.

ADesign Used for Evaluating the Performance Review
System of aMilitary Organization

The evaluation design example reviewed in this chapter is an evaluation of the system used

by the U.S. Marine Corps (USMC) for evaluating the job performance of its officers, staff

noncommissioned officers, and sergeants. The USMC commandant was dissatisfied with his

organization’s performance review system (PRS); had ordered the organization’s personnel
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department to obtain an independent evaluation of that system; and required completion of

the evaluation and subsequent reform of PRS by the end of his term as commandant, which

would occur soon. An official of this organization invited a particular evaluator to lead the

needed evaluation. The evaluator subsequently prepared and submitted the general evaluation

design described in the following subsections. The USMC took two months to process the

proposal and ultimately approved it, along with a fixed-price award of about $440,000, leaving

six months to complete the work. The evaluator and his team fleshed out this design in the

course of conducting the evaluation, as will be discussed in subsequent chapters.

Task Order for the Evaluation

This example began when the USMC commandant’s representative provided the evaluator

with a task order and offered a sole-source contract. The key tasks were to (1) assess the

strengths and weaknesses of the existing PRS, (2) identify and assess alternative personnel

evaluation systems, (3) help design a preferred system, and (4) develop a comprehensive plan

for implementing the recommended system. The USMC required the contractor to complete

all four tasks within eight months, which as already mentioned, due to a lengthy award process

and a fixed deadline for the final report, became a six-month period. Deliverables weremonthly

progress reports, a scheduled interim report for each task, and a final report. The USMC also

directed the contractor to brief the sponsoring committee and its study advisory committee on

each task report and the final report. Sitting on the sponsoring committee were eleven general

officers, two sergeant majors, five colonels, four majors, and two captains. The members of

the study advisory committee were a brigadier general, two lieutenant colonels, three majors,

two captains, one sergeant major, and two civilian employees of the PRS. Separate sessions

were scheduled to brief each committee on each report; these were to be conducted at USMC

headquarters in Washington, DC. Each printed report was to be delivered to the USMC a

minimum of ten working days prior to the scheduled briefing sessions. Given the extensive

amount of needed work, the short timeline, and the significance of the problem, the sponsor

set no limit on the funds to be allocated to this evaluation project. The evaluator could

request whatever amount of funding was required to do the job well and on time. In turn, the

USMC would issue a fixed-price contract for the requested amount. The USMC would make

available to the contractor all relevant information concerning its PRS, assign staff officers to

support and act as liaisons for the evaluation project, provide meeting space and equipment

at USMC headquarters, provide access to enlisted personnel and officers for interviews at the

Quantico headquarters, and provide the needed funds.

Especially noteworthy in the task order was the appointment of the two USMC panels to

read and react to all evaluation reports, the requirement that the lead evaluator and his team

brief the panels on the reports, the explicit schedule of briefing sessions, and the fact that each

panel was to be chaired by a high-ranking general officer. These highly responsible provisions

by the study’s sponsor did much to ensure that the USMC audience for the evaluation would

critically review and use findings as appropriate. Although it was also helpful that the USMC

allowed the evaluator and his team to interview marines, it was a decided limitation that this



Trim size: 7in x 9.25inStufflebeam c19.tex V2 - 08/07/2014 7:31pm Page 448

448 CHAPTER 19–DESIGNING EVALUATIONS

had to occur at the Quantico headquarters, where the marines were under the close scrutiny of

military leaders and might be expected to be less than candid about strengths and weaknesses

of PRS procedures and leadership. As is evident in subsequent chapters, the evaluator later

sought and secured approval to observe PRS operations and interview marines at other bases,

which yielded more candid responses than those obtained at the USMC Quantico post. It is

also noteworthy that the task order required the contractor to conduct evaluations of PRS and

alternative personnel evaluation systems and to produce plans for responding to the evaluation

findings. Although evaluators often prefer only to evaluate and not to recommend solutions,

in this case combining the two types of tasks proved to be functional and in the interest of

helping the USMC improve its personnel evaluation system.

Need for the Evaluation Project

The USMC had used the subject evaluation system for many years as the basis for retention,

promotion, assignment, and mustering-out decisions. Congress periodically allocates finite

numbers of positions at each rank in each military service. The distribution of positions, in

each service, from lower to higher ranks approximates a pyramid for both enlisted and officer

ranks. For example, in the USMC, there could be about nine thousand slots at the sergeant

(E5) level but fewer than two hundred at the sergeant major (E9) level; analogously, second

lieutenants (O1) could number about three thousand, compared with approximately four

hundred colonels (O6). From the bottom to the top levels of ranks, there is increasing pressure

to make room for new marines at each higher level. Of necessity, the USMC (and all other

military services) employs an up-or-out promotion system. Because each higher-level rank has

fewer slots than the immediately lower rank, not all meritoriousmarines can be promoted. This

is especially so at higher ranks. After a certain number of years in his or her rank, theoretically

each marine has to make room for a newcomer. (An exception is when enlistments in the

service are not fully meeting the requirements of a certain military specialty. In such cases,

a marine with the high-need specialty could be retained even if he or she failed a promotion

review.) Depending on the needs of the service, after a defined period of time in a rank, a

marine typically must be promoted or mustered out.

The USMC has a promotion board for each rank, and the boards must make the crucially

important decisions about which marines to promote. They do so based largely on fitness

reports prepared by each marine’s immediate superior. The fitness report documents a

superior’s observations and assessment of the marine’s performance, potential, and quality

and is intended to be an accurate assessment of what is accomplished compared against job

requirements. The supervisor is supposed to rate the marine based on missions, tasks, and

standards that previously were communicated to the marine and also based on the marine’s

potential to serve at more senior levels and to accept ever-increasing responsibility. In making

the ratings, the superior is expected to focus on known USMC values and the best of marine

virtues and not on his or her personal preferences. At the lower ranks, almost all marines

are promoted; for example, 95 percent of second lieutenants are promoted to first lieutenant,

88 percent of first lieutenants to captain, 75 percent of captains to major, 55 percent of majors
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to lieutenant colonel, and 48 percent of lieutenant colonels to colonel. Such percentages change

from year to year depending on the needs of the service and the availability of marines at each

rank for consideration to be promoted.

Over the years, the supervising officers’ ratings of marines had become highly suspect, and

the PRS had fallen into disrepute. Criticisms of the system included unrealistic performance

standards for promotion, a rating scale that yielded unreliable assessments, subjective ratings

that were subject to bias, rampant inflation in ratings of performance, and the lack of a

mechanism to audit ratings and correct invalid ratings. It had become common to rate marines

who did not perform well down from outstanding to excellent. The lower levels of the scale

were rarely, if ever, used. There was therefore little differentiation in the ratings. The pervasive

grade inflation made it hard for the USMC promotion boards to discern which marines most

merited promotion. The PRS had lost credibility with many marines, including some who had

been promoted by the system to the level of a general officer. Marines throughout the USMC

worried that promotion boardswere using faulty evaluative information andmakingmany poor

or unjust promotions and mustering-out decisions. The suspected culprits were a faulty fitness

report form and unreliable procedures for applying the form. Organization-wide concerns

about the PRS were seen as impairing morale among the troops and possibly weakening the

USMC’s ability to fight and help win wars.

Evaluation Design

To investigate and address the problems in the PRS, the evaluator designed a project grounded

in the Joint Committee on Standards for Educational Evaluation’s Personnel Evaluation

Standards (1988) and the CIPP evaluation model (see Chapters 7 and 13). The objectives that

follow were identified as fully responsive to the evaluation needs underlying this project, but

as extending beyond the constraints of the USMC’s task order. Because the requested work

was required to be completed within six months following contract approval, the project plan

and budget realistically could be keyed only to completing the first four objectives and starting

work on the fifth. The evaluator noted that based on the outcomes related to the funded

evaluation project’s first five objectives, as listed in the next subsection, he and his group would

be willing to undertake a follow-up project to assist the USMC in fully achieving objective 5

and addressing objectives 6 through 14. He considered it important to apprise the USMC of

the full scope of needed work, but not to promise more than could be accomplished within six

months.

Objectives

Following is the full set of fourteen recommended objectives, with the first five providing the

basis for the contracted evaluation work:

Foundation for the Project

1. Adapt and adopt the 1988 Joint Committee personnel evaluation standards as the official

standards of quality for the PRS.
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Context Evaluation

2. Evaluate the current PRS against the adapted personnel evaluation standards to identify

strengths to be built on and problems to be solved or avoided.

3. Use the objective 2 results and relevant research and development literature to determine

with appropriate USMC leadership the specifications for the new PRS.

Input Evaluation

4. Identify and develop alternative personnel evaluation systems and evaluate them against

the personnel evaluation standards and against the specifications for the new PRS.

5. Assist USMC leaders to converge the best features of the alternative personnel evaluation

systems into a sound design for the new PRS—including versions for evaluating the

performance of officers, staff noncommissioned officers, and sergeants and provisions for

auditing and correcting mistakes in individual personnel evaluations.

Process and Product Evaluations

6. Prepare a plan for testing and validating each version of the new PRS.

7. Train designated USMC personnel to field-test each version of the new PRS.

8. Conduct process and product evaluations to field-test the new PRS.

9. Evaluate the implementation and results of the field tests.

10. Assist appropriate USMC leaders in making needed corrections to the new PRS.

Institutionalization of the New PRS

11. Prepare the implementation resources for each version of the new PRS: manuals, instru-

ments, report formats, funding plans, training materials, an appeals mechanism, and

so on.

12. Design procedures for the transfer of current marines’ performance assessment records

into the new system.

13. Assist appropriate USMC leaders in setting up and installing an ongoing process for

monitoring each version of the new PRS and improving it as needed.

14. Assist appropriate USMC leaders in setting up and installing an ongoing program for

training personnel to implement each version of the new PRS.

Required Features of the New PRS

In general, it is wise to restate or characterize a potential sponsor’s criteria for evaluating the

evaluand, as stated in the task order or request for proposal (RFP). Such a recapitulation can

reassure the potential sponsor that you are giving appropriate consideration to the criteria
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the sponsor sees as important. Summarizing the sponsor’s stated evaluative criteria also helps

the proposal writer communicate about the possible evaluation in terms that the client will

value and understand. Of course, the evaluator must not acquiesce to inappropriate criteria

or necessarily limit the evaluation to only the sponsor’s criteria. Given these provisos, the

following is a characterization of USMC’s criteria for a new PRS:

1. A clear framework for identifying marine duties to be assessed at several levels of

experience and responsibility: supervisory, managerial, company and field-grade officer,

and executive

2. A sound, workable procedure for articulating appropriate performance expectations for

promotion and other personnel actions for each evaluee

3. Sound, workable procedures to ensure validity, reliability, objectivity, and creditability in

appraising how well an individual meets performance expectations

4. Clear rules and procedures for identifying the authorized users and uses of appraisal

results

5. Specifications to ensure that performance records are appropriate for the intended uses

6. Effective means for clear communication of the appraisal results to the evaluee and

authorized users

7. Appropriate measures tomake the transition into the new PRS and fairly consider records

of personnel whose performance was reported using the current system

8. An effective mechanism to hear appeals, audit the ratings, and correct invalid findings

9. Safeguards against rating inflation

10. A mechanism for regularly assessing and improving each version of the new PRS

The evaluator saw these criteria for a new PRS as entirely appropriate, although not

sufficient.

Standards of Sound Performance Evaluation

Moving beyond the sponsor-generated criteria, the evaluator recommended that the USMC

adopt a comprehensive set of professional standards of sound performance evaluation for use

in evaluating the existing PRS and alternative personnel evaluation systems, designing the

new PRS, and periodically reviewing and improving the new PRS. The set recommended was

adapted from the Joint Committee’s Personnel Evaluation Standards (1988). The proposed

standards require that performance evaluation systems be designed, implemented, and used

to meet requirements of utility, propriety, feasibility, and accuracy. The specific standards

recommended for each of these attributes are summarized in the text that follows. As seen

here, the evaluation contractor provided parenthesized commentary to help explain some of

the standards.



Trim size: 7in x 9.25inStufflebeam c19.tex V2 - 08/07/2014 7:31pm Page 452

452 CHAPTER 19–DESIGNING EVALUATIONS

Utility

The recommended utility standards are intended to guide evaluations so that they will

be informative, timely, and influential for use in strengthening personnel performance and

making personnel decisions:

U1—Constructive Orientation. Performance evaluations should be constructive, so that

they help theUSMCdevelop human resources and encourage and help those evaluated

to provide excellent service.

U2—Defined Uses. The users and the intended uses of a performance evaluation should

be defined, so that the evaluation can address appropriate questions and supply the

needed information.

(This standard requires the development of clear rules and procedures for identi-

fying the authorized users and uses of appraisal results.)

U3—Evaluator Credibility. The performance evaluation system should be managed and

executed by persons with the necessary qualifications, skills, training, and authority;

and evaluators should conduct themselves in a professional, evenhanded manner, so

that evaluation reports are respected and used.

U4—Functional Reporting. Reports should be clear, timely, accurate, and germane, so that

they are of practical value to the evaluee, supervisor, and other appropriate users.

(This standard requires development of clear specifications to ensure that perfor-

mance records are appropriate for the intended uses and that effective means are used

to clearly communicate the appraisal results to the evaluee and authorized users.)

U5—Follow-Up and Impact. Performance evaluations should be followed up on, so that

users and evaluees are aided to understand the results and take appropriate actions.

(This standard requires development and application of appropriate procedures

for the transition to the new system and fair consideration of performance evaluation

records of personnel whose performance was reported using the current system.)

Propriety

The recommended propriety standards require that evaluations be conducted legally, ethically,

and with due regard for fairness to evaluees, users of evaluation results, and persons supervised

and served by the evaluees:

P1—Service Orientation. Evaluations of marines should promote sound principles of

democracy, fulfillment of the USMC’s mission and objectives, and effective perfor-

mance of duties, so that the USMC faithfully and effectively fulfills its constitutional

obligations to the United States.

(According to this standard, performance evaluations should be planned, con-

ducted, and used so that each marine is required and supported to effectively serve

her or his country by carrying out assigned, appropriate duties, and so that, where

indicated, sanctions that are in the best interest of the United States are enforced.)
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P2—Formal Evaluation Guidelines. Guidelines for performance evaluations should be

recorded in policy statements and performance evaluationmanuals, so that evaluations

are consistent, equitable, in accordance with pertinent laws and military codes, and

effectively carried out.

P3—Conflict of Interest. Conflicts of interest should be identified and dealt with openly

and honestly, so that they do not compromise the performance evaluation process and

results.

(This standard reflects the fact that conflicts of interest are inherent in any

system in which the supervisor evaluates the subordinate and must be controlled

through effective mechanisms, such as the use of independent evaluators; complete,

factual service records; self-reports; an appeals process; and regular monitoring and

assessment of the evaluation system.)

P4—Access to Performance Evaluation Reports. Access to reports of performance evalu-

ations should be limited to individuals with a legitimate need to review and use the

reports, so that appropriate use of information is ensured.

(In accordance with this standard, there must be clear rules and procedures

for limiting access to performance evaluation records to appropriately authorized

persons.)

P5—Interaction with Evaluees. The evaluator should address evaluees in a professional,

fair manner, so that their motivation, service reputation, self-esteem, and attitude

toward performance appraisal are enhanced, or at least not needlessly and unfairly

damaged.

(In keeping with this standard, performance evaluation should be conveyed and

employed as a mechanism to enhance performance and pride in excellent service and

to provide a fair basis for personnel decisions, not as a tool to intimidate, discourage,

or mete out punishment.)

Feasibility

The recommended feasibility standards call for evaluation systems that are as easy to implement

as possible, efficient in their use of time and resources, adequately funded to effectivelymaintain

and improve evaluations, and viable within the program context:

F1—Practical Procedures. Performance evaluation procedures should be planned and

conducted such that they produce needed information while minimizing disruption

and cost.

(We interpret this standard as meaning that, wherever possible, the data collection

activities for performance evaluation should be integrated into the ongoing process of

supervision, maintaining personnel records, and personnel decision making.)

F2—Political Viability. Performance evaluation procedures should be planned and con-

ducted such that representatives of all concerned parties are constructively involved

in designing the system, testing it, and making it work.
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(In keeping with this standard, it is important to keep interested parties

informed about the professional nature of the development process through effective

communication.)

F3—Fiscal Viability. Adequate time and resources should be provided for performance

evaluation activities, so that evaluation plans can be effectively and efficiently

implemented.

(To meet this standard, it is especially important to provide for the ongoing

training, calibration, and monitoring of evaluators.)

Accuracy

The accuracy standards require that the obtained information be technically accurate, and that

conclusions be linked logically to the data:

A1—Defined Role. The role, responsibilities, performance objectives, and needed qualifi-

cations of the evaluee should be clearly defined, so that the evaluator can gather valid

assessment data.

(In accordance with this standard, role definitions should be derived from a clear,

official framework for identifying marine duties at several levels of experience and

responsibility: supervisory,managerial, company and field-grade officer, and executive.

There also should be a sound, workable procedure for articulating appropriate perfor-

mance expectations for promotion and other personnel actions for each evaluee. There

should be procedures for reviewing and updating performance criteria as appropriate.)

A2—Work Environment. The context in which the evaluee works should be identi-

fied, described, and recorded, so that environmental influences and constraints on

performance can be considered in the evaluation.

A3—Documentation of Procedures. The evaluation procedures followed should be docu-

mented, so that the evaluees and other users can assess the actual, in relation to the

intended, procedures.

(In keeping with this standard, USMC leaders noted that it is especially important

that evaluators be required to cite the duties evaluated, the evidence used to reach

judgments and recommendations, how the evidence was obtained, and why that

evidence is considered sufficient and credible.)

A4—Valid Measurement. The data collection and rating procedures should be chosen or

developed and implemented on the basis of the described role and the intended use,

so that the evaluator makes valid inferences about the evaluee’s performance.

(To meet this standard, USMC leaders stipulated that these procedures should be

a matter of record well before the performance evaluation is completed.)

A5—Reliable Measurement. Data collection and rating procedures should be chosen or

developed to ensure reliability, so that the information obtainedwill provide consistent

indications of the performance of the evaluee.
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A6—Systematic Data Control. The information used in the evaluation should be kept

secure and should be carefully processed and maintained, so as to ensure that the data

maintained and analyzed are the same as the data collected.

A7—Bias Control. The evaluation process should provide safeguards against bias, so that

the evaluee’s performance is assessed fairly.

(Meeting this standard requires effective provisions to review evaluations, hear

appeals, audit ratings, and correct invalid findings. USMC leaders stipulated that

explicit safeguards against rating inflation must be built into the system.)

A8—Monitoring Evaluation Systems. The personnel evaluation system should be reviewed

periodically and systematically against the preceding twenty standards, so that appro-

priate revisions can be made.

(Meeting this standard requires provisions for regularly assessing and improving

the PRS and for explicitly protecting against grade inflation.)

At the outset of the evaluation, the USMC readily embraced the recommended standards

and the associated parenthesized comments. It is noteworthy that it asked for only two changes

in the standards, both in the area of feasibility. One change was to rename the Political Viability

standard “Consensus Development.” (USMC leaders did not want anyone to think they were

trying to be politically correct.) The other change was to add a standard called “Transition to

the New PRS.” This added standard required provision for systematic adoption and installation

of the new evaluation system. The evaluator and his team judged both changes to be sound and

appropriate to the situation. The adapted standards then became the official USMC standards

for assessing and improving the personnel evaluation system.

General Study Plan

The evaluator next presented a general plan for the evaluation. It stated that the evaluation

project would be divided into five main tasks: (1) project organization and background analysis

(weeks 1 through 6), (2) context evaluation of the current PRS (weeks 3 through 10), (3) input

evaluation to identify and analyze alternative performance evaluation systems and literature

review (weeks 7 though 18), (4) preparation and reporting of conclusions and recommendations

for a new PRS (weeks 19 through 26), and (5) beginning efforts to plan for development and

implementation of the proposed new PRS (weeks 27 through 34).

The evaluator projected that the evaluation project would provide the study sponsor with

five main reports, corresponding to the tasks just listed, at a pace of about one per month.

Evaluation team members were designated as E for the principal investigator and E1, E2, E3,

E4, and E5 for other team members. The projected reports were as follows:

Finalized Project Plan

• Including preliminary background analysis of the PRS and proposed PRS standards

• Principal authors: E and E2

• For delivery during week 6
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Evaluation of the Current PRS (Context Evaluation)

• Including a comparisonof the currentPRS to thePRS standards andproposed specifications

for the new PRS

• Principal authors: E3 and E4

• For delivery during week 10

Evaluation of Alternative Personnel Evaluation Systems (Input Evaluation)

• Including descriptions of promising systems used in other branches of the military and

in business and industry; a comparison of these systems to designated standards; and a

literature review

• Principal authors: E1, E5, and E6

• For delivery during week 18

Conclusions and Recommendations

• Including conclusions about the reasons for the failure of the present PRS, the merits of

alternative personnel evaluation systems, and a general design for the new PRS

• Principal authors: E, E1, E2, and E4

• For delivery during week 26

Plan for Development and Implementation of the Proposed New PRS

(Including Process and Product Evaluation Plans)

• Including draft plans for operationalizing, field-testing, correcting, and installing the

proposed new PRS

• Principal authors: E, E1, and E6

• For delivery during week 34

Project Personnel

The evaluation project tasks were to be performed by a central project team (the project

director, project manager, and task group chairs) and three associated task groups (project

management, context evaluation, and input evaluation), with the evaluator serving as project

director. The central project teammembers, their project assignments, and theirmost pertinent

areas of expertise were as follows:

E: Project director—personnel evaluation standards

E1: Project manager—project management

E2: Context evaluation task group chair—performance measurement
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E3: Context evaluation task group member—statistics and computer technology

E4: Input evaluation/PRS alternatives task group chair—personnel psychology

E5: Input evaluation/PRS alternatives task group member—military personnel evaluation

systems

The proposal included résumés for all proposed key project personnel. All members

arguably were among the nation’s top professionals in their respective specialties, and three of

them had relevant military experience.

The central project team was designated to review and finalize reports from the three

project task groups and ultimately to be responsible for reporting project conclusions and

recommendations. This team was configured to include experts in personnel evaluation

standards (E), personnel psychology (E4), performance measurement (E2), military personnel

evaluation systems (E5), and project management (E1). The team’s core responsibility was to

serve as the project’s working board. In addition to participating in team decision making, each

member was given a major project task assignment.

The project management task group members were E, E1, a secretary, and two research

associates. The evaluator (E) would oversee the work and ensure that it was consistent with the

project’s policies. Serving as project manager, E1 would hire the needed secretary and research

associates, provide them with necessary orientation and training, coordinate the work of the

involved personnel, provide the central project team with staff support, keep the project on

schedule and within budget, and ensure that reports were prepared and delivered in a timely

manner. The secretary would be in charge of report production and final technical editing

of reports, and would have control of project information. E1’s assistant would conduct the

literature review and be in charge of drafting the report on planning and implementing the

new PRS.

The context evaluation task group members were E2 as chair, E3, and two research

associates. This group was slated to analyze the USMC’s existing PRS against the adopted

personnel evaluation standards and the requirements of the task order. It would report its

findings to the central project team and assist the team in finalizing its report on the evaluation

of the current PRS.

The input evaluation/PRS alternatives task group members were E4 as chair, E5, and

a research associate. This group was assigned the task of searching out, describing, and

evaluating alternative personnel evaluation systems against the selected standards and the task

order requirements. It would report its findings on the state of the art reflected in alternative

personnel evaluation systems to the central project team.

This proposal acknowledged that the USMC’s sponsoring committee and study advisory

committee and their designated representatives would provide ongoing oversight of the project

team’s work. Also, the proposal projected that the evaluator would deliver reports and provide

in-person briefings to these committees approximately as follows:

During week 6: Final project plan

During week 10: Context evaluation of the current PRS
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During week 18: Input evaluation of alternative personnel evaluation systems and literature

review

During week 26: Conclusions and recommendations

During week 34: Plan for developing, implementing, and evaluating through process and

product evaluations each version of the new PRS

Project Performance Plan

Building on the general plan, the proposal provided a schedule of work. The project’s tasks

and subtasks are listed here, followed by the scheduled period for the work. Project personnel

slated to carry out each subtask are noted after each subtask.

Task 1: Organization and Background Analysis (Weeks 1 Through 6)

1. Prepare the project plan, obtain USMC approval, and choose project personnel—weeks 1

and 2: E, four days; E1, five days; secretary, two days.

2. Hire project staff—weeks 1 through 3: E1, ten days.

3. Plan for, conduct, and follow up on a meeting with the USMC’s Manpower Analysis, Eval-

uation, and Coordination Branch to establish protocols, clarify roles and responsibilities,

and present initial documentation and data requirements—during week 2: E, two days; E1,

three days; secretary, one day.

4. Obtain and analyze pertinent documentation of the present PRS—weeks 2 and 3: E, two

days; E1, four days; research associate, ten days; secretary, three days.

5. Prepare for, conduct, and follow up on a three-day organizational teammeeting; review the

project plan and PRS materials; make assignments; update the project schedule; and agree

on a set of evaluation standards to recommend—weeks 3 and 4: E, five days; secretary,

nine days; E1, six days; research associate, five days; E2, three days; E3, three days; E4, three

days; E5, three days.

6. Prepare the first report to include an updated project plan, a recommended set of standards

for judging personnel evaluation systems, and procedures and instrumentation for applying

the standards—weeks 5 and 6: E, two days; E1, three days; secretary, 3 days.

7. Deliver the first report to the USMC’s Evaluation Office (EO) in Washington, DC—during

week 6: E, one day; E1, one day.

Task 2: Context Evaluation of the Existing System (Weeks 3 Through 10)

1. Reach agreement with the commandant by conference telephone call on the professional

standards to be applied to the personnel evaluation system—about week 7: E, one day; E1,

one day; E2, one day; E4, one day; E1’s assistant, one day; EO representatives, one day.

2. Follow up on the conference telephone call in task 2.1 by compiling the agreed-on

standards and distributing them to all participants in the project—during week 8: E, one

day; E1, two days; E1’s assistant, one day; secretary, one day.
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3. Develop a descriptive report on how the current PRS and fitness report system are

intended to operate and how they actually operate—during weeks 3 and 4: E1, three days;

research associate, eight days; secretary, three days.

4. Develop a report reviewing and analyzing completed studies of the PRS and the relevant

literature—duringweeks 3, 4, and 5: E1, three days; research associate, four days; secretary,

three days.

5. Develop a report proposing a preliminary list of performance qualities that should be

measured by the USMC’s unique evaluation system—during weeks 3 and 4: E1, two days;

research associate, four days; secretary, two days.

6. Plan, conduct, and follow up on a two-day meeting to provide members of the context

evaluation task group with an orientation and launch their evaluation of the current

PRS—during week 7: E, four days; E1, four days; E2, three days; E3, four days; research

associate, three days; secretary, five days.

7. Augment the literature review, prepare an updated report focused on the strengths and

weaknesses of alternative personnel evaluation systems, and distribute the report—during

weeks 7 and 8: E, one day; E1, two days; research associate, four days; secretary,

three days.

8. Plan, conduct, and follow up on a two-daymeeting to evaluate the current PRS by applying

the adapted and adopted personnel evaluation standards and the USMC’s requirements

for the new system—during week 8: E, three days; E1, four days; E2, three days; E3, six

days; research associate, three days.

9. Prepare a context evaluation report on the evaluation of the current PRS, proposing

requirements to be met by the new system, and submit the report to E1—during week 10:

E2, one day; E3, four days; research associate, two days.

10. Deliver a finalized context evaluation report to USMC—during week 11: E, one day; E1,

one day.

Task 3: Input Evaluation to Identify and Evaluate Alternative Personnel Evaluation

Systems (Weeks 9 Through 20)

1. Plan, conduct, and follow up on a two-day meeting to provide the input evalua-

tion/PRS alternatives task group with an orientation, familiarizing them with the task

2 report—during week 10 or 11: E, three days; E1, four days; E4, three days; E5, two days;

research associate, three days.

2. Prepare a report identifying, reviewing, and analyzing alternative performance evaluation

systems used by other U.S. armed services, federal agencies, or appropriate civilian

organizations, and submit the report to E1; gauge the appropriateness and validity of the

identified systems as tools for retaining, promoting, and assigning the career force by

assessing these systems against the adapted and adopted personnel evaluation standards

and task order requirements for the new PRS—weeks 7 through 16: E1, one day; E4, four

days; E5, three days; research associate, six days; secretary, four days.
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3. Plan, conduct, and follow up on a two-day meeting of the central project team to review

and reach agreements for finalizing the input evaluation report identifying and assessing

alternative personnel evaluation systems and to update the plan for the remainder of the

project—approximately week 12: E, three days; E1, four days; E2, two days; E3, two days;

E4, two days; E5, two days; research associate, four days.

4. Finalize the input evaluation report—during weeks 17 and 18: E, one day; secretary,

one day.

5. Deliver the input evaluation report to the USMC—during week 19: E, one day; E1,

one day.

A unique aspect of the USMC’s task order for this project was its requirement that the

contractor evaluate the PRS to identify its flaws and also propose solutions. Many evaluators

would resist taking responsibility for recommending solutions to identified problems. They

might argue correctly that an evaluation of an evaluand can identify its strengths and

weaknesses, but that such findings do not point to the best corrective actions. In this case, the

evaluation team successfully addressed the issue of providing recommendations by conducting

a context evaluation to diagnose problems in the USMC’s personnel evaluation system and

subsequently conducting an input evaluation to identify and assess alternative personnel

evaluation systems that might replace the USMC’s PRS. Conducting distinct but related

context and input evaluations is an apt and defensible way for evaluators to address a client’s

request for an evaluation that both identifies problems and recommends solutions.

Task 4: Conclusions and Recommendations (Weeks 19 Through 27)

1. Plan, conduct, and follow up on a three-day meeting of the central project team to draft

recommendations, including a preferred evaluation system, a field test and validation plan

(including process andproduct evaluation designs), and a timetable for installation—during

weeks 19 through 21: E, five days; E1, seven days; E2, three days; E3, three days; E4, three

days; E5, three days; research associate, five days.

2. Finalize the conclusions and recommendations report, including conclusions about the

reasons for the failure of the existing PRS, the merits of alternative personnel evaluation

systems, and a design for a new PRS that builds on the context evaluation and input

evaluation reports and meets the requirements of the task order and the adapted and

adopted personnel evaluation standards—during weeks 22 through 26: E, two days; E1,

two days; research associate, three days; secretary, two days.

3. Deliver the conclusions and recommendations report to the USMC—during week 27: E,

one day; E1, two days; E2, one day; E4, one day.

Task 5: Planning for Development, Evaluation, and Implementation of the Proposed New

PRS (Weeks 27 Through 34)

1. Meet in Washington, DC, with USMC representatives to reach agreement on steps to

follow up on the conclusions and recommendations report—approximately week 27: E,

one day; E1, two days.
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2. Draft a plan for development, evaluation, and implementation of the new PRS—during

weeks 18 through 30: E, two days; E1, seven days; research associate, ten days; secretary,

three days.

3. Plan, conduct, and follow up on a two-day meeting to critique and improve the implemen-

tation plan—weeks 31 and 32: E, three days; E1, four days; E2, two days; E3, two days; E4,

two days; E5, two days; secretary, four days.

4. Finalize the implementation plan for submission to the USMC—weeks 29 through 33: E,

two days; E1, four days; research associate, eight days; secretary, six days.

5. Deliver the plan for development, evaluation, and implementation of the new PRS to the

USMC—week 34: E, two days; E1, two days.

The initial design for this evaluation project was general. It did not specify the data

collection, analysis, and reporting procedures. Instead, the evaluator’s proposal stated that,

once funded, the project’s first task would be to produce the needed specific procedures.

The project staff would develop such items as interview protocols, specifications for sampling

interviewees, a plan for sampling and analyzing fitness reports, and scales and procedures for

rating alternative personnel evaluation systems against the personnel evaluation standards.

Given the short timeline to design and carry out the project and the evaluation teammembers’

need to become acquainted with the USMC, it was both realistic and prudent to delay

specific design decisions until the project was under way. Even in other situations in which

the timeline is not short, evaluators can benefit by conducting a small planning project

before committing to specific evaluation procedures. An initial “get acquainted” planning

project can help the evaluators develop rapport with program stakeholders, acquire insights

of use in planning the evaluation, and agree on criteria for judging the evaluand. Once the

PRS evaluation project got started, the evaluator and USMC leaders agreed that the entire

improvement project should be grounded in an officially adopted set of professional standards

for sound personnel evaluations. This plan was based on the assumption that the project

team would have approximately eight months to complete the work; thus, the thirty-four-

week schedule of work. The USMC took two months to process the contract, however,

and the thirty-four-week plan had to be compressed into about twenty-five weeks. Later,

when the evaluator and the USMC agreed that some additional work should be done, the

USMC issued a supplementary contract for about seven additional weeks of work. These

developments illustrate that evaluation design often needs to be an ongoing process.

Principal Features of the Case

The evaluation design explored here was general in nature and therefore incomplete. However,

it was sufficiently specific to win a $440,000 contract. The CIPP model formed the structure

for this problem-solving project. The context, input, process, and product components,

respectively, would investigate the following major questions: What deficiencies in the existing

PRS need to be corrected? What alternative approach would meet the need for improvement

best? Is the chosen new approach being carried out as intended? Is it promoting the most
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deserving marines? The sponsor had not sought competitive bids, instead having chosen the

evaluator for this assignment. No doubt the sponsor had found the chosen evaluator’s track

record and reputation to be relevant and strong and had judged that he and his team would

conduct the project competently and on time and would design the details for the project. We

acknowledge these idiosyncratic characteristics of the evaluation because evaluators often have

to provide much more detail in their evaluation proposals than set out in the example. Clearly,

each evaluation opportunity has its unique characteristics, and the evaluator should consider

these when deciding how much specificity to include in the initial evaluation design. At a

minimum, the prospective contractor must put forth a general methodological approach, such

as this case’s employment of theCIPPmodel, and show its relevance to the particular evaluation.

In typical evaluation assignments, however, the evaluator must flesh out the evaluation design

as the study unfolds.

Generic Checklist for Designing Evaluations

We now offer a generic checklist for designing evaluations (Stufflebeam, 2004a) that evaluators

and their clients can use to plan the full range of relevant evaluation operations at the needed

level of detail. The checklist, which appears in Exhibit 19.1, is intended as both an advance

organizer and a reminder of key matters to be considered before and during an evaluation.

We will illustrate the latter application of the checklist by noting how the evaluation team

addressed some of its key checkpoints in the evaluation of the USMC’s PRS.

Exhibit 19.1 EVALUATION DESIGN CHECKLIST

A. Focusing the Evaluation and Situational Analysis

1. Determine and clarify the evaluand and client.

2. Identify the audience and examine it vertically and horizontally. Identify the major

levels and components of the evaluation audience, such as program leaders, staff, and

recipients.

3. Identifyaudiencequestions, informationneeds,andconcernsabout theevaluation.

4. Identify parties who might be harmed by the evaluation, and obtain their input.

5. Examine the background of the request for the evaluation and its social and

political context.

6. Identify and address the evaluation’s potential barriers and other possible compli-

cating factors—for example, the need to gather sensitive information, possible restrictions

against accessing all the relevant information, human subjects institutional review require-

ments that may take much time to meet, requirements for confidentiality or anonymity

that may be difficult to guarantee, opponents of the evaluation, prospects for misuse of
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findings, prospects for nonuse of findings, conflicts of interest, issues of race and language,

an indirect cost rate that may exceedwhat the sponsor is willing to pay, and possibly a lack

of the full amount of funds needed to conduct the evaluation.

7. Identify and review relevant information, such as previous evaluations of the evalu-

and, evaluations of similar evaluands, pertinent literature, and relevant needs assessments.

8. Agree with the client on standards for guiding and assessing the evaluation.

9. Agree with the client on the evaluation model or approach to be applied.

10. Agree with the client on the time frame, the persons who will conduct the eval-

uation, key evaluation questions, required reports, client and stakeholder responsibilities,

and the allowable cost for the evaluation.

11. Advise the client to fund an independent metaevaluation.

12. Decide whether to proceed with the assignment.

B. Collecting Information

1. Consider collecting a wide range of information about the evaluand: context,

history, beneficiaries, benefactors, goals and structure, comparisons to similar evaluands,

the schedule, resources, costs, staff, implementation, main effects, side effects, reputation,

judgments by stakeholders and experts, sustainability, and transportability, for example.

2. Choose the main method for collecting information: a case study, sample survey,

field experiment, or multimethod study, for example.

3. Determine the information sources: documents, files, databases, financial records,

beneficiaries, staff, the funder, experts, governmentofficials, or community interest groups,

for example.

4. Determine the information collection instruments and procedures, such as inter-

views, participant observers, independent observers, focus groups, town hall meetings,

literature review, a search of archives, the Delphi technique, surveys, rating scales, knowl-

edge tests, debates, site visits, photography, video records, logdiaries, goal-free evaluation,

or case studies.

5. Specify the sampling procedures—purposive, probability, or convenience

sampling—for each source.

6. Seek to address each main question with multiple methods and data points.

7. Schedule information collection, denoting times when each information source

and each method will be engaged.

8. Assign responsibilities for information collection.

9. Give theclient andother interestedparties a rationale for the informationcollection

plan.
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10. Review the information collection plan’s feasibility with the client, and consider

making prudent reductions or adjustments.

C. Organizing Information

1. Develop plans and assignments for coding, verifying, filing, controlling, and

retrieving information.

2. Design a database for the obtained information, including appropriate software.

3. Specify the equipment, facilities, materials, and personnel required to process and

control the evaluation’s information.

D. Analyzing Information

1. Identify bases for interpreting findings, such as beneficiaries’ needs, objectives,

standards, norms, the evaluand’s previous costs and performance, costs and performance

of similar evaluands, and judgments by experts and program stakeholders.

2. Specify qualitative analysis procedures—for example, thematic analysis, content

analysis, summaries, scenarios, or comparisons of photographs.

3. Specify quantitative analysis procedures, such as descriptive statistics; trend anal-

ysis; cost analysis; significance tests for main effects, interactions, and simple effects;

effect parameter analysis; meta-analysis; item analysis; factor analysis; regression analysis;

regression discontinuity analysis; and charts, tables, and graphs.

4. Select appropriate computer programs to facilitate quantitative and qualitative

analyses.

5. Plan to search for trends, patterns, and themes in the qualitative information.

6. Plan to contrast different subsets of qualitative and quantitative information to

identify both corroborative and contradictory findings.

7. Plan to address each evaluative question by referencing and citing the relevant

qualitative and quantitative information plus relevant alternative analyses.

8. Plan to use qualitative information to elaborate and explain quantitative findings.

9. Plan to state caveats as appropriate in consideration of any inconclusive or

contradictory findings.

10. Plan to synthesize quantitative and qualitative information, for example by

embedding quantitative information within a qualitative narrative or by embedding

interview responses and other qualitative findings in the discussion of quantitative

findings.

11. Anticipate that the client or other stakeholders may require recommendations

to correct problems identified in the findings, and be prepared to explain that the same
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data that uncovered the problems are unlikely to provide valid direction for solving the

problems.

12. Consider planning a follow-up project to generate and validly assess alternative

courses of action for solving identified problems; such a project might include an input

evaluation of available alternative solution strategies, creation and evaluation of new

solution strategies, engagement of relevant experts, review of relevant literature, or a

working conference to chart and assess possible courses of action.

E. Reporting Information

1. Clarify the overall audience andwhich segments of the audiencewill receivewhich

reports. For example, the program’s client, staff, policy board, and beneficiaries might all

receive an overall executive report, whereas particular groupsmight receive special reports

targeted to their specific roles and interests.

2. Identify the reports needed by different audiences, such as interim, final, or

component-specific reports; context, input,process, andproductevaluation reports; a tech-

nical report containing specific information about the evaluation’s data and procedures;

an executive summary; and an internal metaevaluation report.

3. For each report, determine the appropriate format, such as printed, oral, electronic,

multimedia, storytelling, pictorial, or sociodrama.

4. Outline the contents of at least the main report, showing how findings from

different sourcesandmethodswill be synthesized toanswer themainevaluationquestions.

5. Consider dividing the final report into three subreports: program antecedents (for

thosewho need background information), program implementation (for thosewhowould

replicate the program), and program results (for the entire audience).

6. In a technical appendix or a separate technical report, plan to include résumés of

evaluation staff and consultants, information collection instruments and protocols, reports

of findings from particular data collection procedures, data tables, a log of data collection

activities, a list of interim reports, the evaluation contract, a summary of evaluation costs,

and an internal account of how well the evaluation met the standards of the evaluation

profession.

7. Develop a plan and schedule for delivering reports to the right-to-knowaudiences.

8. As appropriate, obtain prerelease reviews of draft reports from the client and other

stakeholders.

9. Use feedback on draft reports to ensure that final versions are correct and clear.

10. Conduct feedback sessions to assist the client group in reviewing and discussing

draft reports.
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F. Administering the Evaluation

1. Delineate the evaluation schedule.

2. Define and plan to meet staff and resource requirements.

3. Ensure that the evaluation plan is sufficient to meet pertinent standards of the

evaluation field.

4. Provide for at least internal formative and summative metaevaluations.

5. Strongly advise the client to obtain an independent metaevaluation and agree to

cooperate with and supply needed information to the external metaevaluator.

6. Delineate a budget for the evaluation.

7. Negotiate an evaluation contract, specifying audiences, evaluator responsibilities

and protocols, editorial and dissemination responsibility and authority, the evaluation

budget, and a schedule for payments.

8. Provide for reviewing and updating the evaluation plan, budget, and contract as

needed.

9. Plan fordevelopingastakeholder reviewpanelandengagingthispanel throughout

the evaluation to review draft evaluation plans, tools, and reports and to facilitate data

collection.

Source: Adapted from Stufflebeam, D. L. (2004). Evaluation Design Checklist. Kalamazoo: Western Michigan

University, Evaluation Center. Retrieved from http://www.wmich.edu/evalctr/archive_checklists/evaldesign.pdf

As is evident in Exhibit 19.1, the logical structure of evaluation design includes elements

that commonly apply to a wide range of evaluation assignments and alternative evaluation

approaches. The checklist is intended as a generic guide tomaking decisions that typically need

to be considered when planning and conducting an evaluation. The checkpoints are especially

relevant when responding to a potential client’s request for a demanding, complex evaluation.

However, the checklist is intended for use across a broad range of evaluation assignments,

both small and large, and for use with a number of approaches to evaluation. It may be used

alone or in combination with other checklists. For example, it could be used with the checklists

we present in subsequent chapters concerned with budgeting and contracting for evaluations

and reporting evaluation findings, and the ones we reference in Chapter 25 for conducting

metaevaluations. When the contemplated evaluation is small and will have only a modest

budget, the evaluator and the client can find it useful to consider the full range of evaluation

design issues before setting aside those that are not feasible, not particularly relevant to the

situation, or not especially important. Because this checklist is intended for evaluators who

work under very different circumstances and constraints, the user will need to exercise wise

judgment and discretion in determining and applying its most salient parts pursuant to the

needs of particular evaluations.

http://www.wmich.edu/evalctr/archive_checklists/evaldesign.pdf
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Although the checklist is an ordered list of elements commonly included in evaluation

designs, these elements should not necessarily be addressed in a strict linear sequence. Often

an evaluator cycles through the elements repeatedly while planning for and negotiating the

terms of an evaluation and also during the course of the evaluation. In each such cycle, some

elements are addressed, and others typically are set aside for later attention or abandoned

because they do not apply to the particular situation. As noted in the example in this chapter,

evaluation design is as much process as product. In using this checklist, the objective should be

to develop an evaluation plan for a sound, responsive, and effective evaluation over time. We

will look briefly at each section of the checklist, paying particular attention to how it applies to

the evaluation of the USMC personnel evaluation system.

Focusing the Evaluation and Situational Analysis

When first considering an opportunity to conduct an evaluation, an evaluator should carefully

focus the projected work to lay a sound foundation for the contemplated study. A careful

preliminary investigation is also important for ensuring that it would be wise to proceed.

Sometimes an evaluator will learn through early investigation and deliberations with interested

parties that it is not in the cards to conduct a professionally responsible evaluation. For example,

the client may want to use the evaluation to kill a program, whatever the evaluation findings.

Or the client may insist on editing the final report. The evaluator should smoke out any illicit

reasons for an evaluation and either obtain the needed remedies or reject the assignment.

More positively, the twelve checkpoints in this part of the Evaluation Design Checklist provide

a valuable guide for putting a defensible evaluation assignment on solid ground.

Essentially, the task order and evaluation design presented in the first part of this chapter

satisfactorily addressed the focusing checkpoints and incorporated the up-front agreements in

the evaluation plan that theUSMCapproved. Two exceptions can bementioned. First, in regard

to checkpoint A.6, it was not clear at the evaluation’s outset that the USMC would restrict the

evaluation team to interviewing only marines who were present at the Quantico headquarters.

During the evaluation, it became evident that the evaluation team should interview marines on

other bases, who would be more likely to give candid assessments of the PRS. At first, USMC

leadership denied access to marines on other bases. Ultimately, however, this decision was

reversed; the USMC issued a supplementary contract, and the evaluators obtained the needed

interviews. This example illustrates the importance of negotiating matters that are vital to the

evaluation’s success before signing a contract. It also illustrates that design issues sometimes

need to be renegotiated during a study.

A second exception to the evaluation example’s having met all focusing checkpoints

concerns checkpoint A.11. For whatever reason, the evaluators did not advise USMC leaders to

fund an independent metaevaluation. Essentially, the two USMC panels provided this function

by reviewing all of the evaluation reports. Ultimately, the USMC commandant provided the

evaluators with a unit citation for outstanding service to the USMC. The evaluators were proud

to accept this judgment as one kind of important independent metaevaluation. Nevertheless,

one could fault the evaluators for not specifically recommending that the USMC fund an

independent metaevaluation of the evaluation team’s work and reports.
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Collecting Information

The second category of checkpoints in Exhibit 19.1 deals with the core issue of collecting

information fromwhich to judge an evaluand. Checkpoint B.1 advises the evaluator to consider

collecting a wide range of information, such as the evaluand’s background, structure, activities,

costs, other resources, and outcomes. To obtain the selected information, checkpoint B.2

calls for choice of an appropriate information collection framework, which often will entail a

combination of methods. Checkpoints B.3 through B.6 ask for details concerning information

sources, instruments and methods, and sampling procedures and how information will be

combined to answer each evaluative question. Checkpoints B.7 and B.8, respectively, require

developing an information collection schedule and assigning responsibilities for collecting the

information. The final two checkpoints in this category involve justifying the information

collection plan and considering whether it should be reduced or adjusted. The information

collection checkpoints can all be considered when first planning an evaluation. Realistically,

however, decisions on many of these matters often are made as an evaluation proceeds, and

even then may have to be revised later.

The evaluation team in the military evaluation example initially addressed the information

collection checkpoints by employing the CIPP model, which calls for collecting a wide range of

information through context, input, process, and product evaluations. Once the evaluation was

funded, the context evaluation and input/PRS alternatives evaluation task groups developed

and implemented specific data collection plans.

The context evaluation task group pursued a multimethod approach. Among the methods

employed were the following:

• Content analysis of past evaluations of the PRS

• Examination of recorded problems, recommended improvements, and subsequent actions

drawn from previous evaluations of the PRS and from a succession of action reports

• Content analysis of PRS regulations, procedures, and forms

• Content analysis of the code phrases in an unofficial guide, commonly known to and used

by USMC supervisors, for writing fitness reports

• Preparation and use of interview guides to obtain information from a cross-section of

marines and members of promotion boards

• Mailing a survey to a representative sample of sergeants being reviewed for promotion

• Obtaining promotion records and analyzing them in terms of ranks, military specialties,

gender, race, and venues of service

• Computer-based content analysis of a sample of seventy-five thousand fitness reports and

results of promotion panel assessments

• Observation of sessions to train supervisors in evaluating subordinates

• Construction and application of a scale for rating the PRS against the USMC’s adapted and

adopted personnel evaluation standards and for listing strengths and weaknesses for each

standard
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The input evaluation/PRS alternatives task group implemented a two-stage study. First,

it conducted case studies of the personnel evaluation systems of four U.S. military services,

two foreign military services, and two U.S. private corporations. It subsequently rated and

listed strengths and weaknesses of each system against the USMC’s adopted personnel

evaluation standards. Because none of the reviewed systems satisfactorily met the twenty-one

applicable standards, the input evaluation team next conducted an advocate teams study. This

first entailed engaging three teams to study the information so far amassed and to use it to

create three competitive proposals for a new PRS. Once these proposals were generated, the

evaluation’s central project team rated each one, listed its strengths and weaknesses against

each of the twenty-one applicable standards, and reported the findings to USMC’s sponsoring

committee.

Organizing Information

Evaluations require an effective approach to information management. For each set of

information, an evaluator needs to follow systematic steps to ensure its accuracy and security.

Some data must be coded for later summary and analysis, and some will need to be keyed into

a computer. In all such operations, the evaluator should train those who will carry out the

work, supervise them, regularly check their work for accuracy, and ensure that only authorized

personnel access and use the stored information. As seen in checkpoint C.3, after developing

an information management plan, the evaluator should arrange for the equipment, facilities,

materials, and personnel needed to process and control the evaluation’s information.

Early in an evaluation, the evaluator needs to establish a functional system to file,

control, and retrieve information that directly reflects the evaluation’s structure. Although

no one system of categories of collected information and other evaluation materials would

apply to all evaluations, general examples can be offered. Materials involved in focusing the

evaluation could include the task order or RFP; the proposal; the contract; the budget; human

subjects institutional review records; staff; consultants; evaluative standards and criteria;

correspondence folders for key participants; pertinent background reports and literature; the

evaluation schedule; and rules for accessing, using, and returning filed information. Information

collectionfiles couldbedivided into suchcategories asmethods anddata collection instruments,

sampling plans, information sources and their protocols, information collection assignments,

plans and materials for training information collection personnel, news clippings, and specific

data collection schedules. Information analysis materials could include analysis plans for

all sets of information, plans for synthesizing findings from different sets of information,

and information analysis assignments. The category of reports and reporting actions could

include draft and final versions of all reports, records of stakeholder critiques of draft reports,

technical appendices, multimedia materials to support presentations of findings, and plans for

presenting findings.

A functional evaluation project filing system should have clear rules and arrangements

for keeping the information secure, while giving evaluation team members ready access to

pertinent information. The lead evaluator should establish a list of personnel who can access
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and use the information. In many evaluations, the evaluator should remove or have removed

the identities of individuals associated with given evaluation records before making them

available to evaluation team members for review and analysis. Evaluation project files should

be maintained in locked filing cabinets in lockable offices and be controlled by an evaluation

team member, such as the project secretary. It is also a good idea to have a practice in place

of signing a log sheet before checking out a piece of information. In general, the rules and

procedures of any good library apply to the control and use of evaluation project records.

In some evaluations it is appropriate to establish and maintain a database, especially if

one is to track and record the performance of an evaluand over time. The establishment

and use of such a database require selection of appropriate computer software and a process

and assignments for checking, coding, verifying, and recording data. The evaluator needs to

ensure that those who are tasked with carrying out the database functions are appropriately

trained and supervised. Again, provisions should be made to keep such information secure and

accessible only to authorized persons.

Analyzing Information

This section of the checklist provides detailed suggestions for analyzing evaluative information.

These suggestions basically are self-explanatory, andwewillmake only some supporting general

observations about analysis issues. Further discussion and specific examples are provided in

Chapter 23.

In general, analyses in an evaluation should be keyed to answering the basic evaluation

questions and judging the evaluand. As seen in checkpoint D.1, optional bases for judging

a program’s merit and worth include assessed needs of beneficiaries, program objectives,

professional standards (as were employed in this chapter’s military evaluation case), national or

state norms, a previous level of performance, performance by similar evaluands, and judgments

of the evaluand rendered by pertinent experts or beneficiaries. Together the evaluator and

client should determine the bases that will be most appropriate in the particular study.

To develop and support judgments of an evaluand in relation to the selected bases, the

evaluator needs to employ systematic analyses of both qualitative and quantitative information.

The technical literature of research and evaluation contains a rich cornucopia of pertinent

methods, as is evident in checkpoints D.2 and D.3. There also exists a wide range of relevant

computer programs that are available for purchase or even for free. The evaluator needs to

choose methods and software that are appropriate for conducting the data and information

analyses needed to answer the key evaluation questions. In choosing analysis methods, the

evaluator should make sure that the assumptions required to apply these methods can

be substantially met by the available information. Often it will not be possible to meet a

procedure’s required assumptions perfectly concerning such matters as the nature of the

measurement scale, randomization of subjects, and independence of observations. In such

cases, it can be especially useful to apply multiple analysis procedures to a given data set to

provide checks and balances on findings from the different analysis techniques. In general, it is

good analysis practice to contrast different subsets of qualitative and quantitative information

to identify both corroborative and contradictory findings.
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Ultimately the evaluator needs to synthesize results from analyses of the different sets of

information. The objectives of the synthesis are to combine findings to answer each evaluation

question and to reach bottom-line judgments of the evaluand. In presenting these judgments,

we think it is useful to organize them into conclusions about the evaluand’s merit or quality,

its worth in addressing beneficiaries’ needs, its superiority to other objects based on cost-

effectiveness, its significance for use in other settings, and its probity as an ethical response to

the beneficiaries’ needs.

Some final words are in order in regard to recommendations. In typical evaluations, the

resultant information and analyses do not provide justifiable bases for making recommenda-

tions on how to improve or, especially, replace the evaluand. The reason is that the evaluator

has not gathered and analyzed information about such matters as the merit, worth, and

cost-effectiveness of the contemplated recommendations. Typically the recommendations are

conceptualized or identified through group deliberations, but are not grounded in empirical

study. It can be misleading and professionally irresponsible to advance recommendations that

rest on shaky ground. An exception is seen, however, in the input evaluation component of

the CIPP model, which can be employed in helping design a program or other intervention

(as in the USMC case) or as a follow-up step after a program has been fully evaluated. In

a follow-up input evaluation, an evaluator would systematically generate and validly assess

alternative courses of action either for solving problems that were identified by the original

evaluation or for replacing the evaluand. Under such circumstances, the evaluator stands

on solid ground when presenting recommendations, because they are based on systematic,

comparative, empirical inquiry. Of course, to generate an empirically grounded recommen-

dation, the evaluator needs to come to an agreement with the client that such a follow-up

investigation of optional courses of action is needed and will be appropriately scheduled

and funded.

Reporting Information

A fundamental goal of any evaluation is to communicate findings effectively to members of the

audience and secure their appropriate use of the reported information. Steps to promote and

secure use of findings are critical parts of the evaluation design and need to be addressed at

the outset of planning the evaluation and throughout the study. The identity of the main client

will be clear at the outset. For example, in the USMC personnel evaluation case, the key client

was the USMC’s commandant. But an influential evaluation should address the questions and

information needs of a much broader group than just the client. It must reach those who

will make decisions based on the findings, those who will have operational responsibility for

applying the findings to improve the evaluand, those who are paying for or using the assessed

program, and those who are the subjects or recipients of the program.

It is vital to study all segments of the intended audience to identify their different

information needs and prepare and schedule delivery of appropriate reports. In general, the

different reports might include component-specific reports, such as context, input, process,

and product evaluation reports; reports keyed to particular methods, such as surveys, ratings,
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case studies, or content analysis; interim progress reports; the final report; and a technical

appendix or a separate technical report. Depending on the needs of the audience for each

report, the evaluator might plan to employ a variety of formats beyond the printed report.

Presentation modes could be oral, electronic, multimedia, focus group, town hall meeting,

sociodrama, or webinar approaches.

The evaluator usually should arrange to have appropriate interactions with the client

and others throughout the evaluation. This is important to discern their most important

information needs, motivate them to receive and use the findings, deliver evaluation findings

when they can best be used, obtain their assistance in gathering data, and receive stakeholders’

critiques of previous reports. To promote use of findings, the evaluator should seize appropriate

opportunities to engage members of the audience in exchanges about evaluation plans and

findings. In advance of data collection, it can be useful to outline the contents of a projected

report, complete with “dummy tables,” and to go over this with the client or other audience

members. In later exchanges, the evaluator should seek explicit feedback from the audience

about the strengths and weaknesses of previous reports and about what information would be

most useful in future reports.

Some cautionary notes are in order. One is that the evaluator should take care to

maintain the evaluation’s independence while obtaining feedback from the full range of

stakeholders. The evaluator should be open to receiving feedback from all interested parties,

carefully assess the relevance and dependability of such feedback, and use it as appropriate

in generating evaluation findings. Also, the evaluator should not empower stakeholders to

make or strongly influence evaluation design decisions and must not pander to any illegitimate

stakeholder desires and interests.

Often interim reports are as influential as, or even more influential than, the final report.

This is especially so in formative, decision-oriented, and responsive evaluations. In such studies,

the evaluator should plan carefully and carry out the interim evaluation reporting effectively.

As mentioned in checkpoint F.9, it can be very useful to establish a review panel representing

the different levels and segments of the audience, periodically deliver findings to this group,

interact with the group about the relevance of the reported information, obtain the group’s

critical reactions to each report, and obtain their views about what information would be most

useful in future reports. Such a panel can also be a useful source of assistance in realistically

scheduling and facilitating the data collection process.

Clients typically require, beyond the interim reports, a comprehensive final report.Wehave

found it useful to divide such a report into threemain parts. A program antecedents part can be

useful to persons who need background information on the program, including when, why, and

how it was started and by whom; its location and environment; and its institutional home. The

program implementation part can be of special interest to groups that might want to replicate

the subject program. This part should be highly descriptive rather than evaluative. It should

identify the program’s objectives, beneficiaries, governance, staff, organization, operations, and

funding. The program results part should be addressed to the entire need-to-know audience.

It should summarize the evaluation design and process; present the findings for each main

question; and synthesize the findings to present conclusions in regard to the program’s merit,
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worth, significance, cost-effectiveness, sustainability, transportability (as appropriate), and

probity. Further, a final evaluation report should include, in addition to these three main parts,

a technical appendix or a separate technical report. As seen in checkpoint E.6, this technical

portion could include résumés for all members of the evaluation team, information collection

instruments and protocols, reports of findings from particular evaluation procedures, data

tables, a log of evaluation activities, a list of evaluation reports, a summary of evaluation costs,

a copy of the evaluation contract, and an internal account of how well the evaluation met the

standards of the evaluation profession.

Lessons learned from the USMC personnel evaluation suggest that the utility of interim

reports is enhanced by conducting review sessions and carrying out steps such as the following:

1. Engage the client to appoint a review panel that is representative of program stakeholders.

2. Secure the client’s agreement to chair the review panel, and make panelist responsibilities

clear.

3. Schedule each feedback session with the panel well in advance.

4. Distribute the most recent draft report along with an agenda to the review panel members

about ten days prior to a given feedback session.

5. Determine with the client the agenda, location, and time frame for the session.

6. Have the client start the session by going over the session’s objectives and agenda.

7. Use amultimedia approach to brief the review panel on key aspects of the report, including

questions, methodology, obtained findings, and key issues for discussion.

8. Engage the review panel’s chair to lead a discussion of findings and their implications for

action.

9. Assist in the panel’s discussion of findings as appropriate, but do not dominate or become

defensive.

10. Following the chair’s discussion of findings with the panel, ask panelists to voice their

reactions to the report; identify theirmost important information needs for future reports;

and, as appropriate, assist future data collection efforts.

11. Have the chair ask each panel member to cite the meeting’s most important outcomes

and then summarize the meeting from his or her perspective.

12. Schedule the next review session, summarize pertinent next steps, and thank all present

for their participation.

13. Following themeeting, prepare theminutes anddistribute themtoallmeetingparticipants.

Administering the Evaluation

All evaluations require effective administration, a key responsibility of the lead evaluator. The

initial evaluation plan should include a schedule of evaluation activities and staff assignments,

which should be updated as appropriate during the evaluation. The schedule should be

worked out with the client to ensure stakeholder availability in data collection as well as
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reporting. In consideration of the scheduled evaluation tasks, the plan should include an

appropriate budget. Among the key cost items are evaluation staff, consultants, materials and

equipment, facilities, communication and other services, travel, and indirect costs. Building

on the evaluation schedule and budget, the evaluator also should negotiate a contract that

guarantees the evaluation’s viability and integrity. The evaluation plan should provide for

reviewing and updating the evaluation design and contract as needed. Later chapters address

the budgeting and contracting tasks in considerable detail.

A very important administrative task is staffing the evaluation. Here the evaluator should

recruit, assign, train, and coordinate staff members such that they effectively carry out all

aspects of the evaluation and earn the confidence of the client and other stakeholders.

Required competencies often include high-level skills inmeasurement, statistics, and computer

technology; in-depth knowledge of qualitative methods; the ability to establish rapport and

working relationships with personnel in the field; knowledge of the evaluand’s content; facility

withmultimedia presentationmethods; and excellent writing, editing, and oral communication

skills. In developing an evaluation team, the lead evaluator should take into account the ethnic

and other characteristics of stakeholders and ensure that the assembled evaluation team can

earn the trust and confidence of all segments of the audience. It is often desirable for the

evaluator and client to arrange for the involvement of a review panel whose members are

representative of the program’s stakeholders.

Finally, the evaluator should take steps to ensure that the evaluation will meet the stan-

dards of the evaluation field. The evaluation design should be grounded in appropriate

standards, and the evaluator needs to obtain the client’s endorsement of the standards. In

addition, the evaluator should provide internal formative and summative metaevaluations of

the evaluation work in light of the adopted standards and advise the client to contract for

an independent metaevaluation of the completed study. We address this topic in depth in

Chapter 25.

Summary

In this chapter we have provided a perspective on the crucial topic of evaluation design. We

began by summarizing and discussing an actual design based on the CIPP model. Although

this design was quite general, it was funded at a level of $440,000, and its implementation led

to a highly influential and well-received evaluation. This case illustrates that evaluation design

is as much process as product, as the design for evaluating the USMC personnel evaluation

system had to evolve and broaden along the way.

We then presented a generic checklist for designing evaluations. It is configured towork not

only with the CIPP model but also with any other defensible evaluation approach. Moreover, it

is intended to be useful in generating an initial design and periodically reviewing and updating

that design. It is intended not as a cookie-cutter approach to design, but as a flexible tool that

affords evaluators of both large and small studies ample room for selectivity and creativity.

Once an evaluator has worked out a design that is responsive to and properly reflective of a

client’s evaluation needs, we think he or she would find the checklist of further use for guiding
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the evaluation and controlling its quality, and ultimately for assessing and reporting the extent

to which all aspects of a sound and functional evaluation were addressed.

REVIEWQUESTIONS

1. From reading this chapter, how would you define evaluation design? In general, what

main topics should be included in an initial evaluation design? Why must the evaluator

make design decisions before the evaluation commences? What skills are required to

develop sound evaluation designs?

2. “Evaluation design is both process and product.” Discuss this statement in the context of

designs for preordinate evaluations and responsive evaluations.

3. In general, what roles are involved in executing an evaluation design, and for what skills

and in what ways should the design provide for meeting the training needs associated

with each of these roles?

4. It is important to restate a potential client’s criteria for evaluating the evaluand. Such a

summary serves several useful purposes. What are some of these?

5. In the project discussed in this chapter, themilitary organization agreed to the evaluator’s

recommended set of standards for the new PRS but added a standard—Transition to the

New PRS. Give reasons why this was an important addition.

6. Whenhelpingdevelop a large-scale personnel evaluation system such as the onedepicted

in this chapter, the evaluation team should carry out a succession of tasks for producing

and validating the new system. Within the context of the CIPP model, list and provide

rationales for at least five such tasks.

7. Conducting distinct but related context and input evaluations, as we have stated, is an

apt way for evaluators to address a client’s request for an evaluation that both identifies

problems and recommends solutions. Give reasons why this approach is defensible,

bearing in mind that it is usually inappropriate for an evaluator to offer the best

corrective actions. Also, explain why typically it is problematic for evaluators to present

recommendations.

8. The importance of negotiating features of the evaluation before signing a contract based

on an agreed-on design cannot be overestimated. Why is this so?

9. If it is to be influential, why should an evaluation address the questions and information

needs of a considerably broader group than the client? How does consideration of this

matter have a bearing on the design of the evaluation?

10. According to this chapter, what are the roles of an evaluation review panel? How should

such a panel be engaged during the course of an evaluation? What are the risks in

employing the review panel, and how can the risks be avoided?



Trim size: 7in x 9.25inStufflebeam c19.tex V2 - 08/07/2014 7:31pm Page 476

476 CHAPTER 19–DESIGNING EVALUATIONS

Group Exercises

Exercise 1

The board of a nationwide retailer whose sales have slumped over the past five years has decided

to have the company evaluated. In brief, the RFP states that the focus will be on national

and state administrations, management of individual stores, and communication among these

entities. The RFP gives the green light for the evaluator to examine such peripheral issues as

quality control and deployment of stock. Moreover, if other major deficiencies in the system

become apparent during the evaluation, these also will become part of the study following

consultation with the board chair, the managing director, and other persons on the review

committee. Initially, an evaluation project performance plan is required from respondents to

the RFP to indicate the practicality and quality of a schedule of work that the board could

expect from each respondent. The RFP specifies a maximum funding level of $600,000 for

the evaluation, a requirement for a fixed-price contract, and a deadline for delivering the final

report of not more than three years after negotiation of the evaluation contract.

Imagine that your study group constitutes a sizable evaluation firm. Realizing that the

requested undertaking would be a huge task, requiring detailed planning and a consider-

ably expanded and skilled evaluation workforce, you nevertheless decide to respond to the

RFP. Using as guides this chapter’s Evaluation Design Checklist and the schedule of work

outlined for the military evaluation example, develop a possible schedule of work (providing

only general consideration at this early stage of time allotments for evaluation tasks). One

member of your group could act as a recorder of points developed under each of the six

categories of checkpoints in the Evaluation Design Checklist. For an example of how another

evaluation team responded to a similarly large evaluation assignment, your group should find

it useful to refer to the schedule of work that was outlined in this chapter for evaluating the

USMC’s PRS.

Exercise 2

This chapter has emphasized that planning an evaluation design is an ongoing process. Thus,

your initial plan developed in exercise 1 will necessarily be general. Describe the process your

group would follow to make the design more specific, concrete, and actionable.

Exercise 3

Return to your evaluation project performance (tasks) plan, and discuss whether or not your

group should add language to this plan regarding the possible need for changes in evaluation

procedures and funding as the evaluation unfolds. As the evaluation study develops, it is

reasonable to assume that the client group might later pose new questions to the evaluation

team. Discuss and decide whether your group should (1) include language in the initial

evaluation plan to ensure a reasonable level of flexibility and a process for adjusting procedural

plans and modifying the budget as the evaluation develops, or (2) withhold such consideration

until and if it becomes clear that evaluation procedures and/or funding have to be changed.
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In discussing this issue, consider whether building flexibility into your evaluation plan

would jeopardize your group’s chances of winning the evaluation contract or, instead, add

credibility to the plan.

List the criteria that your group used to decide whether or not to add language on the need

for flexibility to your evaluation plan.

If you decided as a group to build some flexibility into your evaluation plan, write a brief

passage that your group might insert into the plan for that purpose. If you decided not to make

any mention of the need for flexibility in your evaluation plan, write a brief justification for this

decision.

Exercise 4

Obtain and read the report of a completed evaluation. Then, as a group, employ this chapter’s

Evaluation Design Checklist to identify the extent to which all checkpoints were effectively

addressed. Discuss whether the checkpoints not addressed were not actually applicable, or

whether some or all of them should have been addressed. Subsequently, discuss the adequacy

of the evaluation’s design, using the checklist as a reference.

Suggested Supplemental Readings

Davidson, E. J. (2005). Evaluation methodology basics: The nuts and bolts of sound evaluation. Thousand

Oaks, CA: Sage.

Joint Committee on Standards for Educational Evaluation. (1988). The personnel evaluation standards.

Thousand Oaks, CA: Corwin Press.

Stufflebeam, D. L. (2004). Evaluation Design Checklist. Kalamazoo: Western Michigan University,

Evaluation Center. Retrieved from http://www.wmich.edu/evalctr/archive_checklists/evaldesign.pdf

http://www.wmich.edu/evalctr/archive_checklists/evaldesign.pdf
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CHAPTER 20

BUDGETING EVALUATIONS

LEARNING OBJECTIVES

In this chapter you will learn about the

following:

• The logic underlying evaluation

budgeting, including the interplay

between evaluation budgeting and

evaluation design

• Ethical imperatives in budgeting

evaluations, plus unethical budgeting

practices to steadfastly avoid

• Details of an illustrative evaluation

budget

• Budgeting under different types of

evaluation agreements: grants,

contracts, and cooperative agreements

• Different types of evaluation budgets:

fixed-price, cost-reimbursable, and

cost-plus budgets

• Different schemes for breaking out

budgets: line items, tasks, time

periods, and various combinations

• Evaluation budgeting for preordinate

versus responsive evaluation

approaches

• Main tasks in building an evaluation

budget

This chapter provides a rationale and ethical principles

for evaluation budgeting, an illustrative evaluation budget,

identification and discussion of the various dimensions

of evaluation budgeting, a detailed evaluation budgeting

checklist, and step-by-step guidance for building evalua-

tion budgets.

While developing an evaluation design, the evaluator

cannot escape bearing in mind costs associated with the

planned study. These need not be explicated in any detail

initially, but inevitably costs will become an integral part of

planning an evaluation. Evaluation design and budgeting

are two early basics of planning an evaluation. A budget

should provide a best estimate of the funds required to

successfully carry out the full range of planned evaluation

tasks. The design will have indicated most if not all of the

tasks to be performed; an analysis of these will give an indi-

cation of predictable costs. The structure and specificity

of initial evaluation budgets will vary, however, depending

on the nature of the evaluation project and the type of

financial award.

In 1980Cronbach andAssociates stated that “deciding

on a suitable level of expenditure is . . . one of the subtlest

aspects of evaluation planning” (p. 265). This observation

could suggest that a budget ideally could be developed

and agreed to through consultation between evaluator

and sponsor. The ideal situation, unfortunately, is not the

norm. Collaborative planning may not be possible from

the beginning if the sponsor sets budgetary limitations

for the study. Such a situation can be frustrating for an

evaluator, particularly an experienced one, because his or

her ability to assess budgetary requirements is set aside.

More frequently, however, the sponsor does not have a



Trim size: 7in x 9.25inStufflebeam c20.tex V2 - 08/06/2014 9:08am Page 480

480 CHAPTER 20–BUDGETING EVALUATIONS

definite sum ofmoney (initially at least) inmind, and, in general, the development of a budget is

left in the evaluator’s hands. Whether this budget is accepted by the sponsor depends strongly

on how it is stated, developed, and justified. In this chapter we present ways to formulate a

convincing, ethical, and defensible budget.

Although a sound and detailed evaluation design provides a solid grounding for budgetary

discussions and possible decisions, a sponsor nevertheless may be quite unaware of the

extent of information an evaluation may produce and also of attendant costs. If evaluator-

sponsor discussions clarify such issues, including budgetary limitations, at an early stage of the

evaluation, the chances of effective decisions at later stages of the study are enhanced. As we

pointed out in Chapter 19, evaluation designs must remain sensibly flexible. Similarly, if at all

possible, budgets must retain a degree of flexibility, particularly if new opportunities, which

could be exploited, arise as a study progresses. We offer advice on this matter later in this

chapter when discussing budgetary cushioning.

The budgeting process should be sensitive to whether the evaluation will be preordinate

or responsive. The evaluation tasks for preordinate evaluations are delineated in advance,

and an up-front budget can be specified in detail and considered relatively fixed. In contrast,

budgets for responsive evaluations necessarily are general and in need of periodic updating

as sponsors respond to interim reports and update their information requirements. Sponsors

will differ in the amount of specificity they require, depending on the type of award: grant,

contract, or cooperative agreement. Under a grant, the sponsor mainly wants to ensure

that the evaluation will produce informative, high-quality outcomes and usually will not ask

for extensive details on how funds will be allocated and expended to achieve the result.

Under a contract or a cooperative agreement, the sponsor is more likely to require detailed

breakouts of projected charges. Another consideration in the budgeting process is that

the sponsor may be uncertain of which evaluation components it is able and willing to

support. Accordingly, the sponsor might ask for a modular budget, allowing for funding

only part of the evaluation or withholding decisions about certain components until later.

An added consideration is the evaluator’s institution, which will require a certain level of

detail for internal accounting and auditing purposes, regardless of the sponsor’s requirements

for specificity.

We begin by providing an overall perspective on the ethics of building and implementing

evaluation budgets. Then we report and discuss the budget for the military evaluation example

presented in Chapter 19. Because that evaluation employed a fixed-price contract and was

quite general, we also examine budgeting under other types of agreements. Finally, we present

and explain a generic checklist for building an evaluation budget.

Ethical Imperatives in Budgeting Evaluations

Basically, an evaluation budget should enable the evaluator to implement the full range

of proposed tasks at such a high level of quality and professionalism that the sponsor is

convinced of the potential and defensible strength of the study. If the sponsor’s funding

constraints preclude successfully carrying out the requested evaluation tasks, the evaluator
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should consider pursuing the following actions. The first is to justify and request the additional

funds needed. If the sponsor cannot agree to increase funding, the evaluator should consider

seeking a reduction in the study’s scope to do well whatever is done with the available

funds. Failing such a scope reduction effort, the evaluator should consider respectfully

declining the assignment to avoid doing a marginal- or low-quality piece of work. If an

underfunded assignment cannot be declined, the evaluator should consider stating in the final

evaluation report that funding restrictions might have negatively affected the reliability and

validity of reported findings.

The main point here is to emphasize that before proceeding with a planned evaluation,

the evaluator should take all reasonable steps to ensure that he or she will have the resources

necessary to conduct a professionally responsible study. Such assurances are obtained through

up-front agreements on the evaluation tasks and funds. Alternatively, the evaluator might

get the sponsor to agree in writing to clarify information needs along the way and allocate

additional funds as appropriate. Successful evaluation budgeting is not simply about winning

evaluation grants and contracts; it is about establishing and maintaining financial viability and

fiscal integrity for a professionally defensible evaluation.

We cannot overemphasize that it is wise and professionally responsible to ground a

designed evaluation in an up-front, honest, and competently prepared estimate of the needed

funds. To the extent that the evaluation assignment is fully designed in advance, the evaluator

should provide his or her best estimate of a full-cost budget. If the evaluation assignment is

general and expected to evolve, the evaluator should offer a tentative budget aligned with what

is known of the assignment and include provisions for periodically reviewing and updating the

budget as the evaluation assignment develops. The general principle is that evaluators should

build budgets that fairly and accurately present the level of funds needed to professionally carry

out the designed evaluation activities.

An evaluator should not act dishonestly or incompetently in budgeting a designed

evaluation. Unfortunately, it is not uncommon for evaluation contractors to submit highly

inflated budgets or gross underestimates of the needed funds. Overestimates of needed funds

occur especially in sole-source situations in which an evaluator initiated a proposal to conduct

an evaluation or in which the sponsor sought services from a particular evaluator. In either

case, an evaluator who is bidding on a noncompetitive award might intentionally grossly

overbid a job to make a sizable profit or do so out of inexperience and incompetence. We

see opportunistic, sponsor-gouging practices as unprofessional. Any possibility for inflating an

evaluation budget is a prime reason why a sponsor should seek an independent assessment of

a prospective evaluator’s evaluation design and budget.

A fringe area of overbudgeting has caused some sponsors to be cynical about hiring

university professors to conduct evaluations. We have seen all too many cases in which the

evaluator surreptitiously inflated an evaluation budget to support activities with no relationship

to the evaluation. The excess funds were used for such unauthorized purposes as supporting

graduate students, conducting research, hiring outside speakers, paying employees who did

not work on the evaluation, buying equipment or furniture not related to the evaluation,

or funding trips to conventions. An evaluator can justify such expenditures of contracted
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evaluation funds only if the sponsor previously agreed that the expenditures are an acceptable

part of the contracted budget. Otherwise, we believe the evaluator would be misappropriating

the evaluation funds and engaging in professional misconduct by using contracted evaluation

funds for unauthorized uses. As part of an up-front negotiation, the sponsor might agree to

a cost-plus contract to allow support of functions not related to the evaluation. The sponsor

could see such overinvestment as part of the price of obtaining the evaluator’s services. A

cost-plus budget is appropriate as long as the evaluator clearly discloses the elements that are

unrelated to the evaluation and the sponsor agrees to fund them.

In the case of underbidding a job, a naive, do-gooder, neophyte evaluator might unin-

tentionally request far less than the needed funds and later fail in the assignment or face the

embarrassment of admitting poor budgetary planning and requesting additional funds. In a

competitive bidding process, an experienced but unscrupulous evaluator might intentionally

submit a lowball budget to win the competition and thus essentially buy the contract. In such

cases, the contractor knows beforehand that he or she will have to return to the sponsor

lamenting that the original budget unfortunately was an underestimate and that additional

funds are needed. In caseswhere the evaluator grossly underbid the evaluation job, intentionally

or unintentionally, and got funded, the sponsor faces three undesirable options: give in to the

evaluator’s request for more money, let the evaluation proceed with insufficient funds and

produce poor outcomes, or cancel the contract and incur the loss of expended funds without

receiving the needed report.

We advise evaluators to act professionally and prudently in preparing their budgets. When

possible, evaluators should develop their best estimate of a full-cost evaluation budget. In this

way, they deal honestly with the sponsor and also ensure that the evaluation will have the

necessary funds to succeed. However, there is bound to be error in all budget projections for

an evaluation. Accordingly, evaluators sometimes need to err on the side of requesting slightly

more funds thanmight be needed. Such padding of the budget is in the interest of ensuring that

the evaluator can cover unexpected costs and produce a high-quality evaluation. Moreover, if

an evaluation concludes with a budgetary surplus, the evaluator can and often should offer to

return unused funds to the sponsor.

A full-cost budget with no inflation factor for contingencies might still prove to be larger

than necessary. This can occur for a variety of reasons. For example, not all needed staff may be

hired as soon as was projected, thus saving on personnel costs. Or some projected participants

in evaluation meetings might not make all the needed trips, thus saving personnel and travel

money. It might prove possible to institute cost-saving measures and thus expend less for the

evaluation than was originally projected. For example, conference telephone calls might be

substituted for originally projected face-to-face meetings. Or if the evaluator is conducting one

or more other projects in the study’s geographical area, travel costs might be split between the

different projects, thus saving money for all of them.

Given the imperatives to conduct a sound evaluation and also to ask only for fair financial

compensation, the evaluator should take appropriate steps not to overcharge the sponsor.

Although an initial full-cost budget helps ensure that an evaluation can succeed, we also

advise the evaluator to be frugal in the interest of making the evaluation cost effective. If it is



Trim size: 7in x 9.25inStufflebeam c20.tex V2 - 08/06/2014 9:08am Page 483

FIXED-PRICE BUDGET FOR EVALUATING A PERSONNEL EVALUATION SYSTEM 483

allowed or required by the contract, the evaluator should consider returning unused funds to

the sponsor or possibly agree to use the surplus to conduct additional relevant work. In our

experience, however, sponsors do not always want or have authority to accept returned funds

or additional services. Nevertheless, it is ethical for the evaluator to discuss these possibilities

with the sponsor.

We have sought to project a strong ethical position pertaining to evaluation budgeting.

However, some caveats should be reiterated. The advice to prepare an up-front, full-cost

budget is particularly appropriate to preordinate, extensively planned evaluation studies. In

such cases, one knows essentially what will occur in the evaluation and can make quite reliable

cost estimates. However, costing out evaluation work is less tractable in responsive evaluations

in which information needs will continually unfold. In such cases, we advise the evaluator to

provide best estimates of evaluation costs in the original budget, alongwith stipulations that the

cost estimateswill be revisited and updated to keep pacewith evolving evaluation requirements.

Alternatively, the evaluator might request a small planning grant to allow development of a

sound evaluation design and budget prior to contracting for the entire evaluation. In all efforts

to build an evaluation budget, the evaluator should strive to budget for what is required to

produce a professionally responsible evaluation, exercise utmost fiscal integrity, and disclose

any requests for funds beyond those necessary to conduct the study.

Fixed-Price Budget for Evaluating a Personnel
Evaluation System

The evaluation of the military personnel evaluation system presented in Chapter 19 was

grounded in a fixed-price, sole-source contract. The sponsor stipulated that the evaluator had

to complete the project within eight months and could request whatever money would be

necessary to complete the job well and on time. (The evaluator thus requested and received

$431,763 to support the evaluation.) Moreover, the sponsor stressed that the evaluator should

be sure to request all the needed funds because there would be no opportunity to renegotiate

this amount.1 An evaluation plan and budget were needed almost immediately. With all due

haste, the evaluator prepared and submitted the budget that follows.

Considering the relatively large amount of requested funds, the budget in Table 20.1

includes little detail. Under a fixed-price agreement, the sponsor found the level of specificity

sufficient, because the evaluation team was contractually obligated to complete the stipulated

tasks to the satisfaction of the military organization by the mandated deadline and because

cost was not an issue of primary importance to the sponsor.

However, the detail in this budget was not sufficient for the evaluation team’s parent

organization. Its administrators needed considerably more specific information to ensure that

resources would be sufficient to do the job, to charge project expenses to the proper line items,

to account for expenditures, and to audit the effort. The evaluation team was able to meet

institutional budgeting requirements because of the way the evaluation designwas constructed.

Accordingly, they provided their budget office with budget notes that explained projected costs

for personnel, fringe benefits, travel, consultants, supplies, services, and indirect costs.
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Table 20.1 Budget for the Project to Evaluate the U.S. Marine Corps Personnel Evaluation System

Line Item Cost Total

A. Personnel
............................................................................................................................................
1. Salaries $98,284

............................................................................................................................................
2. Fringe benefits $38,331

............................................................................................................................................
3. Total personnel $136,615

............................................................................................................................................
B. Travel $20,439
............................................................................................................................................
C. Consultants
............................................................................................................................................
4. Honoraria $82,000

............................................................................................................................................
5. Travel plus support services for consultant team leaders $65,526

............................................................................................................................................
6. Total consultants $147,526

............................................................................................................................................
D. Supplies $1,760
............................................................................................................................................
E. Services (telephone, photocopying, and postage) $27,444
............................................................................................................................................
F. Total direct costs $333,784
............................................................................................................................................
G. Total indirect costs $97,979
............................................................................................................................................
H. Total project costs $431,763

Personnel costs were derived and delineated from the work plan in the evaluation design.

That plan was explicit in noting the number of days each staff member would work on the

project. A basic personnel cost was determined for each staff member by multiplying his or her

daily rate by the number of days to be worked in the project. This provided the institution with

the basic line-item estimated cost for each staff member who would work on the evaluation.

In preparing the budget for the sponsor, the evaluation contractor had summed the cost for

each staff member to obtain the salary total of $98,284. The $38,331 for fringe benefits was

determined by multiplying the institution’s 39 percent fringe rate by the total salary amount

($98,284). The total estimated personnel costs then came to $136,615.

The estimated travel costs for the institution’s staff were also built from the evaluation

design. It was estimated that costs for each trip by a staff member would average $650 for plane

tickets and rental cars and $160 per day for lodging, meal, and associated expenses. Because

the staff members were projected to make twenty-one trips involving thirty-seven days, the

total travel cost for staff amounted to $19,570, plus a (padded) amount of $869 for incidental

and unexpected meeting expenses. These amounts were within the institution’s guidelines for

travel expenses in expensive venues. The amounts summed to the staff travel total of $20,439.

The consultant honoraria figure was determined by summing the number of consultant

days in the evaluation design document (seventy-six), adding six to allow for the hiring of

additional consultants if needed, and multiplying the total of eighty-two by a daily consultant

rate of $1,000. This yielded the total consultant honoraria figure of $82,000.

The consultant travel plus support services for consultant team leaders figure was deter-

mined by totaling the number of consultant trips found in the evaluation design (twenty-five);

identifying, from the design, the total number of days the consultants would be engaged in
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the trips (sixty-seven); multiplying twenty-five by $750; multiplying sixty-seven by $200; and

summing the two products. To this result of $32,150 the evaluator added $33,376. Each context

and input evaluation consultant team leader was allotted $15,000 for support services and

their discretionary use. In addition, $3,376 was allocated to a contingency fund for paying the

travel costs of additional consultants that probably would need to be hired. These budgetary

provisions accounted for the consultant travel plus support services line item of $65,526.

It is noteworthy that the travel cost rates used for staff were lower than those for the

evaluation’s consultants. This was due to such circumstances as all staff members’ being

located at one site relatively close to the location of most of the projected off-campus work

and using the same airline and car rental companies. Also, the institution could negotiate

airplane and rental car costs for staff in advance. The more varied and less predictable travel

cost circumstances for consultants led the evaluator to employ the higher cost estimates for

consultants.

The supplies line-item estimate of $1,760 was included to cover paper and relatedmaterials

for producing the updated evaluation plan, materials for each meeting, and materials for draft

and final reports for the five contracted tasks.

The services line item of $27,444 assumed that on average, the project would expend

$3,430 during each of eight months on such items as communication, photocopying, computer

use, and postage. This rather large amount reflected the fact that the project would involve

intensive collaboration and numerous teleconferences across a nationwide network of project

personnel.

The total direct costs line item of $333,784 is the sum of the line items already enumerated,

and the indirect costs figure was derived by multiplying $333,784 by the institution’s indirect

cost rate of 29 percent, which was a blended on-campus and off-campus rate. Adding the

resulting $97,979 in indirect costs to the total direct costs yielded the bottom-line amount of

$431,763.

In many evaluation contracts, budget details such as those just presented would be

appended to the budget summary as budget notes for each cost item. In the military evaluation

example, such notes were presented to the contractor’s budget office but were not included in

the budget submitted to the sponsor.

In the end, the evaluation team used about $50,000 less than the fixed-price amount of

$431,763. This was largely due to the fact that the originally projected eight-month project

became a six-month project. As mentioned in Chapter 19, the military organization took two

months to process the contract, and the commandant’s deadline for the final report remained

fixed. Also, the evaluator no doubt somewhat overestimated the cost for the work.

When it became clear that the project would end with about a 13 percent surplus over

what was expended, the evaluator informed the sponsor that his team would be willing to use

the excess funds to perform additional services or return the unused funds. By this time, the

evaluator had convinced the sponsor to allow site visits to bases other than those included

in the original evaluation contract and noted that the original award had sufficient funds to

cover the costs for that added work. In addition, the evaluator suggested that part of the excess

funds be used later to support the field-testing and institutionalization of the new evaluation
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system. The military organization’s response was that it had no ability to accept a return of

unused funds or authorize their use beyond the originally negotiated tasks. Ironically, the

military organization issued an additional contract and associated award of $15,000 to support

the evaluation team’s added site visits. The evaluator’s institution ended up with a windfall

surplus of about $50,000. Such can be the nature of fixed-price evaluation agreements. But an

institution can lose money on a fixed-price evaluation if the work has been underbid.

Other Types of Evaluation Budgets

Although the evaluation project just discussed was conducted under a fixed-price contract, it

might have been pursued under some other type of agreement. In this section we define and

discuss evaluation budgeting under grants, cost-reimbursable contracts, cost-plus agreements,

cooperative agreements, and modular budgets.

Evaluation Budgeting Under Grants

An evaluation grant is a financial award to support a qualified evaluator to conduct a study that

is of interest to the evaluator, contains societal value, lies within the sponsor’s mission, and is

seen to be at a fundable level. For example, a charitable foundation concerned with improving

public schools was considering approving and funding an evaluator-initiated proposal to

conduct a comparative evaluation of nineteenth- and twentieth-century school governance

policies in a selected number of states. In this case the evaluator outlined goals and procedures

for the desired investigation and sent his project plan and associated budget to the foundation

for possible approval and funding. The sponsor saw the proposed study as worthy, related

to its mission, competently planned and staffed, and financially supportable. Consequently, it

awarded a grant to support the proposed evaluation. As with a fixed-price contract, the sponsor

typically would expect the evaluator to use the funds wisely but not return unused funds.

Depending on the policies of the granting organization, the budget for a grant oftenmay be

quite general, aswas the casewith the budget submitted to the sponsor in themilitary evaluation

example. The main difference between a grant and a fixed-price contract is related not to the

funding, but to the sponsor’s control over the study’s tasks and reporting of findings. In the

military evaluation example, the sponsor stipulated the tasks to be completed and required

that findings be reported only to the USMC. Under a grant, the sponsor generally would not

specify the study’s tasks or control the release of findings. The granting organization’s main

interests would be to ensure that the proposed study has societal value and is related to the

sponsor’s mission, that the evaluator has the needed competence and record of professional

responsibility, and that the requested amount of funds is available and appropriate to achieve

the grant’s objectives.

Another difference between a grant and a fixed-price contract concerns indirect costs. In

themilitary evaluation example, the budget included a 29 percent indirect costs charge to cover

such unspecified items as heat, light, custodial services, security, facilities, and fiscal accounting.

Often granting organizations will pay little or no money for indirect costs. The rationale is that



Trim size: 7in x 9.25inStufflebeam c20.tex V2 - 08/06/2014 9:08am Page 487

OTHER TYPES OF EVALUATION BUDGETS 487

the award is a charitable contribution to support the recipient’s goals and program and is not

a particular service to the granting organization. Furthermore, the position often is advanced

that if the funded study is central to the work of the recipient organization, it should make an

in-kind contribution, for example, by covering the associated overhead costs.

Budgeting under a grant has minimal risks to the sponsor and the evaluator. The sponsor

typically requires only the level of accounting needed to ensure that funds were expended to

achieve the project’s approved purposes. If grant funds were used inappropriately, the granting

organization could require that the funds be returned. The grantee’s main risk in grant-related

budgeting is that he or she might promise more than can be achieved with the granted amount

of money. When this occurs, the grantee’s efforts might fail and be judged negatively, or his

or her organization might have to acquire additional funds internally or externally to get the

job done.

Both sponsors and evaluators derive important benefits from securing grants for eval-

uations. Usually organizations that award such grants have substantial funds to expend on

pursuing a clear and socially important mission. What they usually lack are the creative

ideas, technical capabilities, field researchers, and supervisors to plan, carry out, and oversee

important studies. Granting organizationsmeet these needs by attracting and issuing grants for

high-quality, evaluator-initiated evaluation projects. These organizations also benefit because

grants requireminimal oversight of the grantee’s operations and expenditures. Evaluators bene-

fit fromgrants because they usually are flexible and leavemuch room for creativity and evolution

in the supported project.Moreover, if the evaluator has inadvertently overestimated the needed

funds despite careful planning, the evaluator’s organization usually stands to retain the surplus.

Evaluation Budgeting Under Cost-Reimbursable Contracts

A cost-reimbursable evaluation contract is an agreement that the evaluator will account for,

report, and be reimbursed for actual evaluation project expenditures. In the case of the military

evaluation, under a cost-reimbursable contract, the evaluator would have billed the sponsor

for only those funds actually expended. As long as the cumulative total did not exceed the

original, agreed-on total funding amount and the evaluator had performed competently and

responsibly, the sponsor would have paid the submitted bills. In the end, the sponsor would

have kept any unused funds.

Typically a cost-reimbursable budget should break out cost estimates in considerably more

specificity thanwas seen in thefixed-pricemilitary evaluationexample.Also, the sponsorusually

will require budget notes that explain each budget item. Reporting evaluation expenditures

against a detailed line-item budget usually will provide a sufficient basis for reimbursement. A

detailed work plan in the evaluation design provides a foundation for working out a detailed

line-item budget and associated budget notes.

A cost-reimbursable budget is decidedly in the interest of funding organizations. Under

such an arrangement, their risks are minimal. They pay only for completion of agreed-on work

and do not have to pay any amount above the agreed-on ceiling price for the work. If the

original budget proves insufficient to complete the project, the sponsor has the discretion to
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award additional funds or terminate its support of the effort. Risks to the evaluator in this

type of budget can be considerable, but they need not be. The main pitfall occurs when the

work was underbid. In such a situation, the evaluator might have to incur the additional costs

of completing the evaluation’s scope of work. To the extent that the evaluator has made a

valid estimate of costs or has obtained provisions for periodic updating of the budget, a cost-

reimbursable arrangement usually provides a sound financial basis for conducting a defensible

evaluation. Of course, under this type of budget, the evaluator’s organization does not stand to

reap a financial profit from the project.

Evaluation Budgeting Under Cost-Plus Agreements

A cost-plus agreement includes the funds needed to conduct an evaluation assignment plus an

additional agreed-on charge for the evaluator’s services outside the sphere of the contracted

evaluation. Cost-plus budgets are of three types: cost plus a fee, cost plus a grant, and cost plus

a profit.

Under a cost-plus-a-fee budget, the additional funds would be used to help sustain the

contracting organization. Here the budget would specify an institutional sustainability fee, such

as 1 percent of the direct costs. Under a cost-plus-a-grant budget, the additional funds could be

used to support program functions—funding graduate students, research on evaluation, or an

evaluation conference, for example. In preparing this part of the budget, the evaluator probably

would provide separate line items for the project components that are outside the contracted

evaluation tasks. The budget line item for such ancillary costs might simply be a specified

charge or a line-item budget for the projected activities. Usually the sponsor would be asked

to pay the requested cost-plus amount as a grant rather than as a cost-reimbursable charge.

For-profit evaluation organizations typically employ cost-plus-a-profit budgets of some kind to

reap financial gain from contracted evaluations. The profit margin might be hidden, as when

it is incorporated into inflated personnel hourly charges or overhead. Or it might be explicitly

included as a percentage of direct costs. In either case, we advise the contracting organization

to be up front in disclosing how it budgeted for its profit margin.

A cost-plus budget can be built into a grant, a contract, or a cooperative agreement. In the

last case, the agreement might call for the evaluator to charge only the actual costs of his or her

part in the evaluation plus the agreed-on added amount for his or her organization. We see a

cost-plus budget as ethical and appropriate as long as the evaluator and sponsor explicitly settle

on such a provision in the original agreement. We discourage evaluators from surreptitiously

inflating their budgets to reap a sizable surplus or fund unauthorized activities.

Neither the sponsor nor the evaluator incurs remarkable risks using cost-plus budgets as

long as there is appropriate disclosure of the basis for the funding request. By buying into

such an arrangement, the sponsor will purchase the desired evaluation work and willingly

provide the contracting organization with additional funds for its other uses. The contracting

organization will get the funds it needs to carry out the evaluation assignment plus additional

funding to further its organizational viability and accomplishments. The risks and benefits

related to the cost of the evaluation portion of the budget are the same as those defined
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earlier, depending on whether that part of the budget is a grant, a fixed-price agreement, or a

cost-reimbursable agreement.

Evaluation Budgeting Under Cooperative Agreements

A cooperative evaluation agreement is an arrangement for the evaluator and sponsor to

collaborate in conducting the evaluation. Under such an agreement, the evaluator and sponsor

share responsibility for and authority over carrying out the evaluation work. They also share

the resources needed to discharge their joint and individual responsibilities.

Cooperative agreements can be beneficial when there is appropriate differentiation of

sponsor and evaluator roles. For example, the sponsor can facilitate the evaluator’s work by

such contributions as providing office space, clerical support, assistance in gathering data, and

support for stakeholder involvement and cooperation. In addition, the collaboration that occurs

in a cooperative agreement–based evaluation may promote the sponsor partner’s ownership

and use of evaluation findings.

However, cooperative agreements also have the potential to thwart the conduct of an

effective and professionally defensible evaluation. The basic issue is that such agreements set

aside the evaluator’s independence. Unless evaluator and sponsor roles are differentiated and

delineated clearly, appropriately, and in enforceable ways, the evaluator can be put in the

unfortunate position of having responsibility for the study’s success and integrity but lacking

authority to do all that is needed. In such instances, the sponsor may be positioned to act

on its conflicts of interest. For example, it might censor, inappropriately edit, or withhold

release of embarrassing reports. It might insist on hiring persons for the evaluation team who

are not the most qualified for the work. Or it might not discharge its responsibilities in a

timely fashion. Also, the sponsor might inappropriately control the use of evaluation funds.

As with empowerment evaluations, an evaluation under a cooperative agreement can place

the evaluator in the position of lending technical assistance and undeserved credibility to a

sponsor who is in the evaluation’s driver’s seat. In general, a cooperative evaluation agreement

is a threat to the evaluator’s ability to carry out and report on an independent study.

Of course, part of the cooperative agreement should focus on the budget. Often the

allocated funds will be divided between the evaluator and the sponsor. The evaluator should

delineate his or her funding requirements and stipulate in the contract that he or she will

have appropriate control over use of the necessary funds. The agreement should also be clear

about funds and related resources that the sponsor will expend in carrying out its part of the

evaluation work.

The sponsor benefits from a cooperative agreement by being in a position to strongly

influence the evaluation. The evaluator especially benefits when the sponsoring organization

facilitates the evaluation, comes to value its findings, and uses the findings for decision making

and accountability purposes.

Nevertheless, we think cooperative agreements are the weakest and most problematic type

of evaluation arrangement. Considering the potential for problems in such arrangements, it is

difficult to include a sufficient set of safeguards. If an evaluator must enter into a cooperative
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agreement, it is essential to negotiate a clear and appropriate contract according to the

guidelines set out in Chapter 21. The agreement should stipulate that the evaluator will have

appropriate authority over expending necessary funds. Also, it is a good idea to secure an

agreement that an independent metaevaluator will oversee and report on the effort.

Evaluation Budgeting Under Modular Budgets

Modular evaluation budgets delineate the required funding for each part of a designed

evaluation project or for each project year or other time period. It can be important to

modularize an evaluation budget for three main reasons: (1) a sponsor might be uncertain

about howmuch of a proposed evaluation it can or would want to fund, (2) several prospective

sponsors might want to share the funding of the evaluation work, or (3) the evaluator might be

able to be explicit about certain modules of the project but only tentative about others. In such

cases, there is a need to provide a budget for each task of the designed evaluation project or

for each year or other period of work. A modular presentation is appropriate with all the other

budget types discussed in this chapter.

We can see how modular budgets work in evaluations that have several tasks by revisiting

themilitary evaluation example. That evaluation had fivemain tasks. Because the sponsor chose

to fund all five tasks, it required only a bottom-line amount for the total job. To arrive at this

amount, the evaluator developed and submitted the line-item budget shown in Table 20.1. Had

the sponsor required a modular budget, the evaluator could have constructed one based on the

evaluation design’s delineation of evaluation activities. Table 20.2 is an illustrative framework

Table 20.2 Illustrative Framework for Constructing a Modular Evaluation Budget Showing Line Items and Tasks

Line Item Task 1 Task 2 Task 3 Task 4 Task 5 Total

A. Personnel
...................................................................................................................................................................................................
1. Salaries

...................................................................................................................................................................................................
2. Fringe benefits

...................................................................................................................................................................................................
3. Total personnel

...................................................................................................................................................................................................
B. Travel
...................................................................................................................................................................................................
C. Consultants
...................................................................................................................................................................................................
4. Honoraria

...................................................................................................................................................................................................
5. Travel plus support services for

consultant team leaders
...................................................................................................................................................................................................
6. Total consultants

...................................................................................................................................................................................................
D. Supplies
...................................................................................................................................................................................................
E. Services (telephone, photocopying,

and postage)
...................................................................................................................................................................................................
F. Total direct costs
...................................................................................................................................................................................................
G. Total indirect costs
...................................................................................................................................................................................................
H. Total project costs
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Table 20.3 Illustrative Framework for Constructing a Modular Evaluation Budget Showing Line Items and Years

Line Item Year 1 Year 2 Year 3 Year 4 Year 5 Total

A. Personnel
...................................................................................................................................................................................................
1. Salaries

...................................................................................................................................................................................................
2. Fringe benefits

...................................................................................................................................................................................................
3. Total personnel

...................................................................................................................................................................................................
B. Travel
...................................................................................................................................................................................................
C. Consultants
...................................................................................................................................................................................................
4. Honoraria

...................................................................................................................................................................................................
5. Travel plus support services for

consultant team leaders
...................................................................................................................................................................................................
6. Total consultants

...................................................................................................................................................................................................
D. Supplies
...................................................................................................................................................................................................
E. Services (telephone, photocopying,

and postage)
...................................................................................................................................................................................................
F. Total direct costs
...................................................................................................................................................................................................
G. Total indirect costs
...................................................................................................................................................................................................
H. Total project costs

Table 20.4 Illustrative Framework for Constructing a Modular Evaluation Budget Summarizing Costs by Task and Year

Task Year 1 Year 2 Year 3 Year 4 Year 5 Total

Task 1
...................................................................................................................................................................................................
Task 2
...................................................................................................................................................................................................
Task 3
...................................................................................................................................................................................................
Task 4
...................................................................................................................................................................................................
Task 5
...................................................................................................................................................................................................
Total

for constructing a modular budget that breaks out evaluation tasks. Use of such a framework

generates line-item costs for each project task and the total project. Table 20.3 shows how a

budget would be broken out by line item and year (or other time period). Table 20.4 shows

how a budget could be summarized by task and year (or other time period).

Summary of Budget Types

Table 20.5 summarizes the budget types discussed in this chapter. Often evaluators will not

have a choice of the type of budget to use because the dispenser of funds usually dictates the

type of budget it will accept. However, there are occasions when the evaluator can propose

a type of budget to be followed. In these situations, we suggest that the evaluator carefully



Trim size: 7in x 9.25inStufflebeam c20.tex V2 - 08/06/2014 9:08am Page 492

492 CHAPTER 20–BUDGETING EVALUATIONS

Table 20.5 Summary of Budget Types

Budget

Type Key Points

Risks to

the Sponsor

Risks to the

Evaluator

Benefits for the

Sponsor

Benefits for the

Evaluator

Fixed-price

contract

A firm amount is to be

paid to the evaluator

for performing the

sponsor’s defined

scope of work.

The sponsor might pay

much more than the

actual cost if the

needed funds were

overestimated.

The evaluator might

incur a financial loss if

the needed funds

were underestimated.

The sponsor is likely to

obtain the needed

services at an

acceptable price.

The evaluator might

gain a profit if the

needed funds were

overestimated.

...................................................................................................................................................................................................
Grant A grant is awarded for

an approved study

with minimal

oversight and control

by the sponsor and

often without

reimbursement for

indirect costs.

Risks are minimal if

proper accounting

ensures proper

expenditure of funds.

Risks are minimal if

the evaluator receives

sufficient internal and

external resources to

meet study objectives.

This type of budget

means that a sponsor

can support projects

with relevance to the

sponsor’s mission

while supplying

minimal oversight.

There is a flexible

source of funds that

allows the evaluator

to creatively pursue

the study objectives.

...................................................................................................................................................................................................
Cost-

reimbursable

contract

Payment is restricted

to actual expenditures

up to a given limit.

Risks are minimal

because payments are

for successful

completion of tasks up

to a specified limit.

Success is jeopardized

if the evaluator

underbid the job;

otherwise, risks are

minimal.

Use of this budget

type entails funding

achievement of the

sponsor’s objectives at

cost and not above a

limit.

This budget type

usually provides a

sound financial basis

for completing a

defensible study.

...................................................................................................................................................................................................
Cost-plus

agreement

Funds cover the

evaluation’s needs

plus a portion to

support other

contractor functions.

Risks are minimal,

because the funds will

purchase the desired

study and cover an

additionally approved

award to the

contractor.

Risks are minimal as

long as the evaluator

accurately estimated

costs for the

evaluation and

properly disclosed the

additional charge.

The sponsor will

purchase the desired

evaluation and

knowingly provide the

evaluation contractor

with additional

financial assistance.

The evaluator receives

the funds needed to

conduct the

evaluation plus

additional money to

support organizational

sustainability and

accomplishments.
...................................................................................................................................................................................................
Cooperative

agreement

Contractor and

sponsor share

responsibility and

authority in

conducting the

evaluation.

Risks are moderate.

Although the sponsor

retains much control

over program and

financial decisions,

there is potential for

conflict with the

contractor concerning

responsibility and

authority.

Risks are substantial

because the evaluator

loses independence

and the sponsor can

exert strong, even

inappropriate

influence over the

work.

The sponsor can

strongly influence the

contractor’s decisions

and actions to ensure

that sponsor interests

and needs are fully

served.

The sponsor might

perform important

evaluation tasks

related, for example,

to stakeholder

cooperation, clerical

support, and data

collection.

...................................................................................................................................................................................................
Modular budget The budget is broken

out by major task,

project year or other

term, or both.

There are none,

because cost estimates

are delineated and

better justified.

Risks are moderate.

Although the breakout

strengthens mutual

understanding of the

budget, it also might

tempt the sponsor to

drop certain important

parts of the

evaluation.

This type of budgeting

helps the sponsor

decide what

components to fund or

whether to delay

decisions about some

of them.

This approach

provides a basis for

allocating funds to

tasks, time periods, or

both; for giving

general estimates for

some of the work; and

for delaying firm

estimates until later.
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considerwhat type of budgetwould best serve the purposes of the evaluation and the interests of

the involved parties. Key considerations are risks and benefits to the sponsor and contractor. In

general, we advise against employing a cooperative agreement. Under appropriate safeguards,

however, it can be advantageous for the evaluator to secure the sponsor’s assistance in involving

stakeholders, housing evaluation operations, providing access to pertinent files, clearing the

way for data collection, promoting use of findings, and so forth. The key pitfalls to avoid

in cooperative agreements are compromising the evaluator’s independence and denying the

evaluator the authority required to fulfill his or her evaluation responsibilities. No matter what

type of budget is employed, it can be appropriate to break it out not only by line item but also

by task and year or other work period.

Generic Checklist for Developing Evaluation Budgets

We conclude this chapter by presenting and discussing the generic checklist for budgeting

evaluations displayed in Exhibit 20.1. The checklist is intended for use in both constructing

and reviewing a budget and proposed set of financial agreements. This checklist lists ten major

tasks to carry out in establishing a sound financial basis for a projected evaluation. Each task is

divided into specific items to consider during the budget development process. In general, the

checklist is best applied by considering the ten tasks in the given order. However, one often

will skip and later return to some of the specific items. We advise users of the checklist to

cycle through it repeatedly during the budget development process. We provide commentary

following the exhibit on each of the checklist’s ten tasks.

Exhibit 20.1 GENERIC CHECKLIST FOR DEVELOPING EVALUATION BUDGETS

1. Ensure that the evaluation design includes sufficient detail for building a sound budget.

(Check all that apply.)

Tasks

Activities

Personnel and consultants

Nonpersonnel resources

Funding period and schedule

Subcontracts

Provisions for updating the budget as appropriate

2. Determine the appropriate type(s) of budget agreement. (Check all that apply.)

Grant

Fixed-price contract

Cost-reimbursable contract
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Cost-plus-a-fee agreement

Cost-plus-a-grant agreement

Cost-plus-a-profit agreement

Cooperative agreement

Modular budget

3. Determine the required level of budget detail. (Check all that apply.)

Line-item budget

Line items by task

Line items by year (or other work period)

Tasks by year (or other work period)

Total budget only

Breakout of the local contribution

Budget notes

4. Determine pertinent cost factors. (Check all that apply.)

Budget ceiling

Allowance for pre-award costs

Hiring costs

Name or job title and daily salary rate for each staff member

Name or job title and hourly salary rate for each staff member

Fringe rates for each category of staff

Number of workdays for each staff member

Number of work hours for each staff member

Daily rate for staff per diem

Projected number of staff trips

Projected average travel cost per staff trip

Name or job title and daily rate for each consultant

Number of workdays per consultant

Name or job title and hourly rate for each consultant

Number of work hours for each consultant

Projected number of consultant trips

Projected total travel days for consultants

Daily per diem rate for the consultants

Projected average travel cost per consultant trip

Indirect cost rate

Factor for annual staff salary increments

Factor for the annual level of inflation

Institutional sustainability fee factor

Profit factor
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Other

5. Determine line items. (Check all that apply.)

Personnel salaries

Personnel fringe benefits

Total personnel

Travel

Consultant honoraria

Consultant travel

Consultant materials and other support

Total consultant costs

Supplies

Telephone

Photocopying and printing

Computers

Postage

Total direct costs

Total indirect costs

Institutional sustainability fee

Supplemental grant

Contractor profit

Subcontracts

Other costs

6. Group line items for convenience. (Check all that apply.)

Personnel

Travel

Consultants

Supplies

Services

Subcontracts

Total direct costs

Total indirect costs

Total project costs

Budget notes

7. Determine the local contribution, if any. (Check all that apply.)

Reduction or elimination of indirect cost charges

Contributed time of staff members

Institutional funding of certain direct expenses

Other
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8. Compute costs and charges. (Check all that apply.)

Charges by year (or other work period)

Charges by project tasks

Charges by subcontract

Overall charges

Local contribution

Budget notes to be added

Independent budget review to be obtained

9. Provide for institutional fiscal accountability. (Check all that apply.)

Responsibility for internal accounting

Responsibility for financial reporting

Provision for internal auditing of project finances

10. Clarify requirements for payment. (Check all that apply)

Funding source and contact persons

Financial reporting requirements

Schedule of financial reports

Amounts and schedule of payments

Task 1: Ensure That the Evaluation Design Is Sufficiently Detailed

A sound evaluation design is a precondition for developing a functional, complete, and

defensible evaluation budget. When starting the budget development process, the evaluator

should ensure that the evaluation design is as fully developed as the situation warrants.

The checklist sets out the essential design components: the major tasks, activities, staff and

consultants, nonpersonnel resources, the funding period and schedule, and any subcontracts.

Such design elements should be clearly defined, so the evaluator can confidently assign costs

for carrying out the evaluation. If any essential design elements are missing or unclear, the

evaluator should, as feasible, improve the design as needed. In the case of a responsive or

formative evaluation in which all details cannot be specified in advance, the evaluator should

seek agreement from the sponsor that the evaluation budget will be updated periodically as the

evaluation design and activities evolve.

Task 2: Determine the Type of Budget Agreement

There are several types of budget agreements, each entailing different costing approaches and

levels of detail. The evaluator should clearly determine the type of budget to be employed. If

the budget is subject to periodic updates, as in the case of a responsive evaluation, the evaluator

should have the sponsor confirm in writing that payments will be made in accordance with the

periodic budget updates.
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Task 3: Determine the Needed Level of Budget Detail

The evaluator should next determine howmuch budget detail to provide. Partly this will depend

on the type of budget being employed. For example, the sponsor of a grant or fixed-price

contract may require only a total cost figure or a general breakout of estimated costs and

charges. Other sponsors and the evaluator’s home institution typically require much more

detail. Task 3 shows that the more detailed presentations include a detailed line-item budget.

It can be appropriate to divide any type of budget by task, year (or other work period), and/or

local and sponsor contributions. Even when there are no requirements for delineating costs,

the evaluator often can benefit by preparing and using the budget breakouts as management

tools. Whether or not the sponsor requires a detailed budget, the evaluator typically should

prepare notes that explain each budget item. Normally the evaluator’s budget office will require

such detailed budget information.

Task 4: Determine Pertinent Cost Factors

Task 4 contains an extensive list of potential cost factors. Evaluators should carefully consider

the full range of these factors and possibly others. Doing so helps ensure that they will have at

hand the rates needed to compute costs for the full range of projected cost items.

The first item in this task concerns a possible budget ceiling and is especially noteworthy.

We advise evaluators to investigate whether the sponsor has in mind a limit for the amount

of funding for the evaluation and, if so, to at least attempt to determine what it is. Often the

sponsor will have established such a limit. Sometimes the limit will be published. In other cases,

the sponsor might reveal it if asked. Information on an evaluation’s funding limit can be very

useful in building an evaluation budget. It helps the evaluator consider whether the evaluation

is feasible given funding restrictions. It also helps the evaluator determine how much of a

local contribution might be necessary to supplement the sponsor’s funds to conduct a sound

evaluation. For example, the evaluator’s organization might decide to reduce its indirect cost

rate so that the evaluator will be able to use nearly all of the funds to be provided by the

sponsor.

Not all factors in this task need to be or should be incorporated into an evaluation

budget. For example, the budget should be based on either daily rates or hourly rates for staff

and consultants—not both. Employing both of these in a given budget is likely to confuse

the sponsor and other reviewers. Moreover, some evaluations might not involve travel or

employment of consultants, and many will not include an institutional sustainability fee or a

profit factor. In addition, only multiyear projects need to include increases to cover inflation

and salary increments.

Notice that there are separate line items for estimated travel costs for staff and consultants.

This reflects the possibility that travel cost rates for staff may differ substantially from those

for consultants. The evaluator may be able to bargain for lower travel rates for staff because of

the projected high volume of their travel. Or consultant travel costs could be lower than staff

travel costs if the consultants live close to the evaluation site and staff are located further away.
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Staff and consultant pay rates in this task assume that those who will carry out the

evaluation are identified in the evaluation design. When this is the case, it is possible to specify

exact pay rates. Some evaluation designs, however, may identify only the job titles of personnel

to be involved, with some staff selections to occur following funding. In these instances the

evaluator should identify and provide cost estimates for each staff position.

Table 20.6 is a worksheet for estimating personnel costs by category. The daily rates are

only examples, because these should be determined according to circumstances. Separate

estimates are given for core staff, graduate students (assuming that the evaluation is university

associated), and consultants. One reason for this is that universities do not charge project

sponsors for or give fringe benefits to graduate students and consultants. Another reason for

separating out consultants is that government authorities in the United States do not require

organizations to pay unemployment compensation taxes for the contracting organization’s

consultants if they are independent contractors and not regular staff. By showing clearly in the

budget that the consultants are independent contractors and not members of the evaluation

project’s salaried staff, the writer of the budget provides his or her parent organization with a

measure of protection from federal auditors who might later want to cite the organization for

not paying into a government unemployment compensation fund related to the amounts of

money that the parent organization paid to the consultants.

Table 20.6 Worksheet for Determining Costs for Categories of Personnel

Task 1 Task 2 Task 3 Total

Personnel Categories Days Cost Days Cost Days Cost Days Cost

Core evaluation staff
...................................................................................................................................................................................................
Principal investigator: $800 per day

...................................................................................................................................................................................................
High-level methodologists: $600 per day

...................................................................................................................................................................................................
Field researchers: $300 per day

...................................................................................................................................................................................................
Technical support staff: $250 per day

...................................................................................................................................................................................................
Clerical staff: $100 per day

...................................................................................................................................................................................................
Total core staff without fringe

...................................................................................................................................................................................................
Fringe rate: 40%

...................................................................................................................................................................................................
Total senior staff: fringe loaded

...................................................................................................................................................................................................
Graduate students
...................................................................................................................................................................................................
Advanced students: $175 per day

...................................................................................................................................................................................................
Entry-level students $125 per day

...................................................................................................................................................................................................
Total graduate students

...................................................................................................................................................................................................
Consultants
...................................................................................................................................................................................................
High-level consultants: $800 per day

...................................................................................................................................................................................................
Medium-level consultants: $400 per day

...................................................................................................................................................................................................
Total consultants

...................................................................................................................................................................................................
Total personnel
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In evaluations that span multiple years, the evaluator can complete a useful separate

worksheet for each project year. In these cases, the evaluator should project and provide for

annual increments related to inflation and salary increases. Depending on recent economic

trends, such increments might range between 0 percent and 5 percent.

Another item in this task thatmerits specialmention concerns the basis and rate for indirect

costs. Most contracting organizations have an established indirect cost rate for inclusion in

proposals, and usually sponsors agree to pay that rate. However, some sponsors agree to pay

indirect costs on only part of the direct costs (or not at all). For example, the sponsor might

decide to pay travel costs directly rather than have them included in the evaluation budget.

This arrangement has the effect of lowering the indirect cost charges to the sponsor. In such a

case, the evaluator would provide the sponsor with an estimate of travel costs, but not include

the estimate in the evaluation budget. By agreement, evaluation team members would submit

travel bills to the sponsor, who would then reimburse them. In general, the evaluator should be

alert to the prospective sponsor’s policies and practices concerning direct and indirect costs.

Task 5: Determine Line Items

Task 5 is to determine all items to be covered by the evaluation budget.We have included items

that commonly appear in evaluation budgets. We suggest that evaluators check all items that

apply to their particular evaluations, and subsequently consider whether other items should be

added to the list. Task 5 is highly important in the budget development process. Its purpose is

to ensure that evaluators do not fail to project all of an evaluation’s costs.

Task 6: Group Line Items for Convenience

In task 6 the evaluator groups the items identified in task 5 into typical budget categories. The

intent is to provide the sponsor with an efficient presentation of budget information. The items

in task 6 are fairly standard in evaluation budgets, but they can be modified according to the

preferences of a sponsor and evaluator.

Task 7: Determine the Local Contribution, If Any

Task 7 advises the evaluator to consider whether her or his parent organization should make a

contribution to the evaluation. In certain agreements, such as grants, the sponsor may require

a contribution from the contractor, such as elimination or reduction of indirect cost charges.

Or the evaluator might know the approximate limit of available funds from the sponsor and

discern that charging the full indirect cost rate would preclude receiving funds needed for a

fully responsive and technically sound evaluation. In such cases, the contractor might agree

to lower or waive its indirect cost rate. Other contractor contributions might be in sharing

the cost of personnel and directly funding certain evaluation tasks. Whatever the contractor’s

local contribution, it is wise to report it along with the submitted budget. Accordingly, the

evaluator should consider including a “Local Contribution” column heading in each project

year’s line-item budget.
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Task 8: Compute the Evaluation’s Costs and Charges

Provided that the preceding tasks have been accomplished, the evaluator can accurately

compute the evaluation’s costs and charges. The evaluation design, sponsor’s needs, and

requirements of the evaluator’s home institution will determine the nature of the required

budgetdisplays.Abasic rule is todevelop thebudgetfirst at itsmostdetailed level, thenaggregate

as appropriate. For example, if the evaluation has multiple tasks and will be conducted across

multiple years, the evaluator should begin by developing a line-item budget, broken out by

tasks for each year. At this stage, the evaluator should consider padding certain budget items, to

a modest level, to make sure the evaluation is not underbid. Each year’s budget display should

be backed up with an appropriate set of explanatory budget notes. The master set of figures

can subsequently be aggregated in various ways to serve the interests of different audiences.

Also, a summary set of budget notes can be prepared and appended to the evaluation proposal.

When the budget charts and notes have been completed, the evaluator should obtain critiques

of the budget and use them to correct and finalize the budget.

Task 9: Provide for Institutional Fiscal Accountability

In an evaluation proposal, it is appropriate to provide the sponsor with assurances that

the evaluation’s finances will be appropriately and professionally monitored, controlled, and

reported. Even in small, single-evaluator studies, the evaluator will need to keep track of

expenditures and carry out some type of internal accounting. In sizable evaluations that are

conducted through universities or other contracting organizations, the evaluator should inform

the sponsor of the agents who will control and conduct internal audits of the use of funds. In

addition, the evaluator needs to inform the sponsor of the office and employees that will be

making financial reports and answering the sponsor’s queries. All such arrangements are in the

interest of effecting sound fiscal accountability and a professional relationshipwith the sponsor.

In many cases, the sponsor will explicitly require the submission of such information as part of

the evaluation proposal. Even if the sponsor makes no such requirement, the evaluator is wise

to provide for and report plans for maintaining fiscal accountability.

Task 10: Clarify Requirements for Payment

As a final budget preparation task, the evaluator should reach an agreement with the sponsor

on sponsor and contractor responsibilities in regard to payment for the evaluation. Coming

to such an agreement, particularly in the case of a large or longitudinal study, may require

the evaluator and sponsor to seek legal advice before a contract is finalized. Moreover, the

evaluator needs to identify the office and contact persons in charge of making the payments on

behalf of the sponsor. The evaluator will want to clarify the sponsor’s requirements in regard

to financial reports and when they should be submitted. Also, the evaluator should clarify the

amounts and schedule of payments to be received from the sponsor. Although it is not done

often, the evaluator is advised to summarize, in a budget note, her or his understanding about

the matters just discussed.
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This concludes our discussion of Exhibit 20.1.Wehave shown that budgeting for evaluation

studies is a complex process, because different types of budgets are involved in serving a wide

range of different evaluation assignments. Nevertheless, one can follow a systematic, step-by-

step process to arrive at the needed budget. The Generic Checklist for Developing Evaluation

Budgets is recommended as a tool for making the budgeting process efficient, technically

sound, and ethical.

Summary

In this chapter we undertook to present a wide-ranging yet practical discussion of budgeting for

evaluations. We stressed that budgeting should be a fully ethical process and discussed some

of the ethical pitfalls in evaluation budgeting. We referred to Chapter 19’s military evaluation

case to provide an example of a fixed-price, line-item budget. Subsequently, we defined budgets

keyed to grants, contracts, and cooperative agreements. In addition, we discussed different

types of budgets, including fixed-price, cost-reimbursable, and cost-plus agreements. We also

noted that any of these types of budgets can and often should be broken out by year (or other

work period) and task. Finally, we presented and explained a checklist for use in systematically

developing evaluation budgets.

Budgeting is a key part of evaluation work, and it should be done ethically and well.

Additional valuable sources of information on evaluation budgeting are The Contract and Fee-

Setting Guide for Consultants and Professionals (Shenson, 1990) andA Checklist for Developing

and Evaluating Evaluation Budgets (Horn, 2001).

REVIEWQUESTIONS

1. Why is it possible to give a budget that is essentially fully specified for a preordinate

evaluation, but not for a responsive evaluation?

2. Thereareconnectionsbetweenevaluationdesignandbudgetaryconsiderations.Referring

to Chapter 19, state at least three such connections, together with the part that evaluator-

sponsor collaborationmightplay in strengtheningbudgetarydecisions or evenevaluation

design decisions.

3. What are the essential ethical imperatives for developing evaluation budgets?

4. What are at least four unethical evaluation budgeting practices that should be steadfastly

avoided?

5. What are the attractions of a fixed-price agreement for both evaluator and sponsor?

6. List, with a brief comment on each, five key decisions that need to be made in the course

of developing an evaluation budget.

7. List at least ten cost factors to be determined in the budget development process, and

explain the importance of each factor in completing the budget.
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8. What do you understand by a cost-reimbursable evaluation contract? What do you

understand by a cost-plus agreement?

9. On the one hand, why is independence a serious issue with cooperative agreements?

On the other hand, what does an evaluator stand to gain from a cooperative evaluation

agreement?

10. What are modular evaluation budgets, and under what circumstances can they prove

useful?

Group Exercises

Exercise 1

“Cooperative agreements are the weakest and most problematic type of evaluation arrange-

ment.” Discuss this statement from the budgetary point of view, and reach conclusions about

its validity (or otherwise).

Exercise 2

In this chapter we have provided a checklist of ten tasks that we advise evaluators to draw

on during any budget development process. As a group, reread this section of the chapter,

memorizing salient features of each of the ten tasks. Then appoint a leader whose job it is to

ask a group member both to describe in some detail the reasons for conducting a particular

task and to comment on its importance from the viewpoint of both evaluator and sponsor.

After all ten tasks have been tackled, the group leader will open the discussion to encompass

any other matters pertaining to budgeting for evaluations.

Exercise 3

Ask a member of your group to obtain and brief the other members on a proposal for

an evaluation, including its budget and associated budget notes. Then, as a group, analyze

the budget in terms of the proposal’s type of evaluation agreement, the type of evaluation

budget, and the presence or absence of ethical safeguards. Finally, employ the checklist

for evaluation budgeting in Exhibit 20.1 to characterize and assess the adequacy of the

proposal’s evaluation budget.

Note

1. In actuality, midway in the evaluation the sponsor reversed its previous decision not to allow

the evaluator to interview marines away from USMC headquarters and accordingly issued a

supplementary award of approximately $15,000 to support the conduct of such interviews.
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CHAPTER 21

CONTRACTING EVALUATIONS

LEARNING OBJECTIVES

In this chapter you will learn about the

following:

• Definitions of evaluation contracts and

memorandums of agreement

• Core requirements of evaluation

contracts and memorandums of

agreement

• The rationale for negotiating advance

agreements to guide and govern

evaluations

• The process of negotiating evaluation

agreements, including stakeholder

engagement

• Advice for addressing organizational

contracting requirements

• Political issues in evaluation

contracting

• The detailed contents and uses of a

checklist for evaluation contracting

This chapter is intended to assist evaluators and their

clients with developing and applying sound, enforceable

agreements for successfully executing, reporting on, and

following up on evaluations.

Closely tied to designing an evaluation (Chapter 19)

and evaluation budgeting (Chapter 20) is evaluation con-

tracting. Although we have presented these chapters as

somewhat separate entities, in fact aspects of them are

closely interrelated. Imagine that an evaluation design has

been agreed to by both evaluator and client and also that

budgetary arrangements have been accepted. There now

remains the significant step of negotiating a contract for

proceeding that is satisfactory to both parties. Such a con-

tract must provide ample evidence that the evaluation will

be conducted usefully, professionally, ethically, and legally

based on mutual trust and concrete advance agreements

between evaluator and client.

Negotiating an evaluation contract or memorandum

of agreement is one of the most important steps to ensure

an evaluation’s success. This process of evaluation con-

tracting establishes a trusting relationship between an

evaluator and a client and grounds their agreements in

a written contract or memorandum of agreement. Such

instrumentalities are vitally important for documenting

essential agreements; holding both parties accountable for

discharging their agreed-on responsibilities; and resolv-

ing disputes that may emerge concerning management,

funding, implementation, reporting, or a host of matters.

In this chapter we define terms associated with advance

evaluation agreements, explain the role and importance of

such agreements, discuss the process of negotiating agree-

ments, and present a checklist for developing or assessing

evaluation agreements.
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Definitions of Evaluation Contracts andMemorandums
of Agreement

An evaluation agreement may take the form of a formal contract or a less formal memorandum

of agreement. Both forms of agreement should provide a framework of mutual understanding

for proceeding with evaluation work. The formal contract is more applicable in external eval-

uations, and memorandums of agreement are better suited to internal evaluations. Preferably,

both should be printed.

Such evaluation agreements are between two parties. Typically these are a client—who

needs anevaluationofhis orherprogramand fundsanevaluator to conduct the evaluation—and

a selected evaluator. Other evaluation agreements may be between an evaluator and a sponsor

who will fund the evaluation, so that a designated client group can receive and use the

evaluation’s findings. Although evaluation contracts should, as feasible, reflect inputs from the

full range of stakeholders, none of them can be an independent third-party signer of the formal

evaluationcontract.Acontract among threeormorepartieswouldcreate confusion—especially

in regard to appropriate allocations of authority and responsibility—and would be hard if not

impossible to enforce. The evaluator may and often should, however, include in the formal

contract commitments concerning the involvement of stakeholders, such as a guarantee of

confidentiality in regard to their completion of questionnaires or participation in interviews

or a promise to provide them with a summary of the evaluation’s findings. It would be the

evaluator’s responsibility to see to the enforcement of such commitments to stakeholders.

Evaluation Contracts

We define an evaluation contract as a legally enforceable, written agreement between an

evaluator and a client or sponsor concerning an evaluation’s specifications and both parties’

responsibilities. An evaluation agreement could be only oral and still be legally enforceable,

but for practical reasons, we recommend that a contract be written. Written contracts provide

concrete information for review. They help reduce later possibilities for misunderstandings

and disputes far better than do oral agreements, which each party may remember differently.

It is desirable that a client and evaluator define, at least in general terms, what would constitute

a breach of contract by either party and what consequent actions might be taken. A contract

should be consistent with pertinent federal and state laws and local regulations. Also, it should

stipulate bases and procedures for canceling or amending the contract prior to, during, or

following an evaluation. Before finalizing a contract, it is often appropriate to have it reviewed

by an attorney.

Evaluation Memorandums of Agreement

Amemorandum of agreement is similar to an evaluation contract except that the former is less

formal. It is an evaluator’s write-up of her or his understanding of agreements reached with a

client for proceeding with an evaluation. At a minimum, it should denote what is to be done,

by whom, how, where, when (including a completion date), and with the support of what funds
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and other needed resources. The memorandum could even be drawn from the minutes of an

evaluation planning meeting.

An evaluator writes the memorandum of agreement and submits it to a potential client,

typically an official of the evaluator’s organization. The client then reviews and approves,

amends, or rejects the proposed agreement. Such memorandums are especially applicable in

cases of internal evaluations where a formal written contract would be atypical and awkward.

For example, havingmetwith a school district superintendent, andhaving discussed a particular

evaluation assignment, a district’s evaluator would then prepare a memorandum reporting

their agreements and submit it for the superintendent’s approval or amendment. Beyond

stating the agreements reached in the meeting, such a memorandum often would set out

the proposed evaluation’s details. The evaluator would ask the superintendent to approve the

contents of the memorandum in writing or engage in further deliberation.

Core Requirements of Evaluation Contracts and Memorandums
of Agreement

According to the Joint Committee on Standards for Educational Evaluation (1994), evaluators

should write evaluation agreements that contain “mutual understandings of the specified

expectations and responsibilities of both the client and the evaluator” (p. 87). The Joint

Committee continued, “Having entered into such an agreement, both parties have an obligation

to carry it out in a forthright manner or to renegotiate it. Neither party is obligated to honor

decisions made unilaterally by the other” (p. 87). It would be a mistake for a client or

evaluator to act unilaterally in any matter for which the evaluation agreement requires joint

decision making. Moreover, neither the client nor the evaluator should materially change the

evaluation’s design, scope, timeline, or budget without reaching an appropriate agreement

with the second party to amend the contract. It is essential that an agreement be keyed to

the evaluation assignment, design, and budget, as well as to professional standards for sound

evaluations. It should be as comprehensive as past evaluation planning allows. It should be

stated clearly, recorded in writing, and signed by both parties. Usually it is prudent to cite the

evaluation design, the budget, and selected professional evaluation standards as clear parts of

the agreement.

An evaluation agreement should be negotiated and completed before starting an evaluation

study. It should cover as completely as possible the full range of issues that might impede

an evaluation or cause it to fail. Often many of these issues are not accounted for in the

evaluation design, and it would be a mistake to consider the evaluation design to be a

complete written agreement. Among matters for agreement are the evaluation design, data

collection, and reporting schedule; access to needed information; protection of evaluation

participants; individual and joint responsibilities for conducting the evaluation; security of

the obtained information; evaluation reports and other deliverables; right-to-know audiences;

agreements by certain stakeholders to cooperate with the evaluation; editorial responsibility

and authority; dissemination of reports; arrangements to foster use of findings; funding; uses

of the evaluation for educational purposes; and publication of evaluation results or other
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publishable features of the evaluation. Other agreements should define the standards for

judging the evaluation, the study’s objectives and scope of work, safeguards against the possible

corruption of the evaluation, deliverables and their due dates, protocols to be observed in

collecting and reporting information, provisions for keeping financial records and reporting

financial information, and the terms of compensation for the work. Both evaluator and client

will have important responsibilities for achieving a professionally defensible and effective

evaluation. These responsibilities should be clearly defined and differentiated. Moreover, areas

of authority for each party should be defined pursuant to the party’s responsibilities.

Related to the preceding discussion, neither a client nor an evaluator should act unilaterally

in matters that should have been but were not addressed in the evaluation agreement. Some

examples could include providing particular program stakeholders with interim findings while

withholding them from other segments of the evaluation’s audience; editing a report, prior

to its release, to exclude potentially embarrassing or counterproductive findings; releasing

preliminary findings to the press; and delaying indefinitely the release of the final report. In

general, evaluators and clients should comport themselves professionally, and should candidly

communicate with each other regarding all matters concerned with conducting, reporting, and

using results of a contracted evaluation—including those that were not anticipated when the

contract was negotiated.

Provisions for Modifying Agreements

Although written evaluation agreements should be as explicit as possible, they also should

allow for appropriate, mutually agreeable adjustments during the planning and execution of an

evaluation. Such agreements will be more tentative in formative evaluations than they will be

in summative ones. However, even in a tightly designed, preordinate evaluation, it would be a

mistake to make the contract so detailed that it impedes the evaluator’s creativity. Also, an

evaluator and client should bear in mind the study’s purposes when applying an evaluation

agreement. They should not adhere so rigidly to a contract that they cannot make—or are

unduly delayed in making—needed changes.

Rationale for Evaluation Contracting

Evaluators need tobe skillful innegotiating advancewritten evaluation agreements for anumber

of reasons. In general, such agreements clarify understandings, build rapport and trust in the

process of reaching agreements, help prevent disputes between clients and evaluators, and

provide a basis for resolving any future evaluation-related disagreements. Advance agreements

can mean the difference between an evaluation’s success and failure. They can help reduce

and resolve a wide range of possible day-to-day misunderstandings or lapses in memory,

or other sources of potential conflict. Without advance agreements, the evaluation process

is subject to misunderstandings, disputes, efforts to compromise findings, attacks, or even

a client’s withdrawal of cooperation and funds. In one high-stakes study, reference to the

advance agreements on editorial authority and release of findings helped prevent the client
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from burying the report or rewriting it. It helped the evaluators give assurance to members

of the evaluation audience that the study had provided for and maintained its independence

and objectivity. Clients may also reference sound contracts to convince their policy board or

constituents that their institution contracted for sound, clearly defined evaluation services and

can hold the evaluators to the agreements.

Stakeholder Engagement in Evaluation Contracting

We stress the importance of consulting with stakeholders prior to finalizing an evaluation

agreement. This will not always be feasible, however, especially in national competitions for

awards to conduct large-scale evaluations funded by such federal agencies as the National

Institutes of Health (NIH), National Science Foundation (NSF), or U.S. Department of

Transportation (DOT). The basic principle is that evaluators should take all feasible steps to

consult with, or at least take into account the interests of, stakeholders prior to finalizing an

evaluation agreement. Moreover, it is wise to provide for their inputs during a study.

Political Reasons for Evaluation Agreements

Another reason for negotiating advance evaluation agreements concerns the politics of

evaluation. Evaluations can be intensely political, and political influences can impede an

evaluation or even cause it to fail or be a party to unethical use of findings. Unchecked political

forces can cause an evaluation to be unfair in its impact on program stakeholders. For example,

in one of my (Daniel Stufflebeam’s) evaluations, after completing the study, I learned that the

client (the head of an organization) originally had no interest in obtaining information on

the subject program’s merit and worth. Instead, the client had contracted for the evaluation

and used the evaluation report as a pretext for discharging the program’s director, with whom

he had a personality conflict. Although the report was decidedly positive, the client referenced

the few indications of slight program inadequacy as the basis for firing the director. In another

of my evaluations, from the start the client (a chief executive officer) had no intention of

divulging to stakeholders any but favorable evaluation outcomes. Had I previously uncovered

these clients’ illicit reasons for requesting an evaluation, I would not have contracted to do the

studies. These examples illustrate that an evaluator should, as feasible, examine carefully

the politics surrounding a request for an evaluation before signing on to do the job (also see

Patton [2008] on situational analysis).

Evaluators often need to make a wide search for the political forces that could have

a negative influence on an evaluation. They should then institute relevant safeguards or, if

appropriate and possible, decline the assignment. When feasible, evaluators should interview

persons who might be harmed by the evaluation and give them every opportunity to express

any concerns they have about the projected evaluation. Stakeholders who are vulnerable and

in a position to be hurt by an evaluation often can alert a prospective evaluator to possibilities

for illicit political influence.

Political threats can emanate from interest groups that want to bias, censor, or edit an

evaluator’s findings or even prevent the final evaluation report’s release to rightful audiences.
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Unfortunately, a clientmight have sought an evaluation as a cat’s-paw for attacking an adversary

or otherwise taking unfair advantage of stakeholders. Evaluators must be exceptionally careful

not to become a tool of one side in a political dispute. Therefore, before finalizing an evaluation

agreement and accepting an evaluation assignment, good practice is to search out and get input

from a representative range of stakeholders. This sort of investigation can prove invaluable in

deciding what to include in a proposed evaluation agreement and subsequently in deciding

whether to proceed with an opportunity. Also, evaluators should take all feasible steps to

adopt effective measures to ensure that political pressures will not interfere with or corrupt

an evaluation during its execution. If sufficient safeguards cannot be instituted, an evaluator is

wise to decline an opportunity, if that is possible. One safeguard we have often employed and

found useful in militating against political interference in an evaluation is to engage and have

regular exchanges with a review panel that is broadly representative of stakeholders.

We understand that evaluators who conduct studies in their own organization often

cannot opt out of an assignment. They can, however, engage in relevant background work

before formulating a recommended evaluation agreement. Moreover, by keying an agreement

to professional principles and standards for evaluations (for example, American Evaluation

Association, 2004; Joint Committee, 1994, 2011), they are in a strong position to argue

their case for a sound evaluation agreement. As with external evaluations, reaching clear

and professionally defensible understandings and written agreements with a client—about

such matters as access to data, editing and release of reports, and use of findings—before

starting a study is an important way to head off political threats to an evaluation. Also, the

internal evaluator faced with a problematic assignment can provide the client with a printed

presentation of the caveats under which the evaluation has to be conducted. In addition, he or

she could ask the client to arrange for an independent metaevaluation based on appropriate

professional standards.

Not all political influences are undesirable in evaluation work, however. By interacting with

a representative group of stakeholders, an evaluator can build interest in and support for an

evaluation. Stakeholders’ involvement in an evaluation also can motivate them to consider and

use evaluation findings. As noted earlier, it can be useful to appoint a stakeholder review panel

and engage it throughout the evaluation to review and react to data collection plans and draft

evaluation instruments and reports. Such a group can provide the evaluator with feedback of

value in strengthening evaluation plans and materials. Further, in the process of conducting

such reviews, panel members may become increasingly interested in and knowledgeable about

evaluation procedures, and therefore become more enthusiastic about using an evaluation’s

findings. Also, panelists can become important opinion leaders, encouraging other stakeholders

to take stock of and use an evaluation’s findings and assisting them in doing so. Finally,members

of such a panel often can facilitate the evaluator’s collection of needed information.

Practical and Technical Reasons for Evaluation Agreements

Among themanypractical and technical reasons for negotiating advance evaluation agreements

are to establish clarity on deadlines; to establish protocols for entering program facilities and
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collecting information from files and contacting human subjects; to allow for cooperation

and support from personnel in the client organization; and to assign responsibility and

authority in regard to disseminating findings. An evaluation design will have treated many of

these items in detail. In contracting, it is important to make all such design items a matter

of contractual agreement so that an evaluator can efficiently and effectively carry out the

work with the approval and support of the client and other stakeholders. The evaluator

should also include in the contract any important items that are not encompassed in the

evaluation design and budget. Often it is prudent to append the evaluation’s technical design

to the body of the contract and stipulate that the technical design is part and parcel of the

formal agreement.

Addressing Organizational Contracting Requirements

Of necessity, evaluators need to be familiar and involvedwith the grant-making and contracting

practices of their organization and those of particular sponsors. Federal agencies (for example,

NIH,NSF, andDOT); charitable foundations; and other sponsoring organizations often require

that they and the evaluator’s organization enter into a formal contract prior to launching an

evaluation. In such cases, it is typical for attorneys in both the sponsoring organization and the

contracting organization to become involved. We suggest that evaluators become acquainted

with the contracting practices of their own organization and with those of potential sponsors.

In our experience, attorneys can be useful in protecting their organization’s interests and

those of stakeholders, especially related to equal opportunity employment of evaluation team

members, the rights of human subjects, deliverables, dissemination, liability protections, and

payments. However, evaluators should not leave all the contracting to lawyers, who typically

will not be sensitive to the full range of relevant methodological issues.

Negotiating Evaluation Agreements

The process of negotiating an evaluation agreement affords an evaluator and client an

opportunity to base an evaluation effort on a constructive working relationship. It is in the

interest of both client and evaluator to start their relationship in an atmosphere of mutual

respect, confidence, and effective communication. Such a positive atmosphere is conducive

to successfully addressing the many sensitive negotiation issues. In addition, the process of

developing an evaluation agreement affords the client and the evaluator a valuable opportunity

to review the evaluation design and budget; inform and obtain feedback from stakeholders

concerning a semifinal draft of the contract; and ultimately clarify and agree on their individual

and joint expectations, responsibilities, and rights in the evaluation.

As mentioned earlier, in addition to negotiating with the client, the evaluator should, as

feasible, consult others who will be involved in, affected by, or interested in the evaluation but

who are not parties to the written agreement. It would be a mistake to expect participation

in the evaluation by persons who have not previously agreed to cooperate. When possible,

such agreements for cooperation, for example, to assist data collection efforts, should be
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obtained in advance, because they can be much harder to arrange later. When securing

cooperation in advance is not feasible, the evaluator should explicitly include in the evaluation

design and contract provisions for consulting stakeholders and obtaining their inputs and

agreement to participate during a study. Among stakeholders to be contacted are those

whose work will be assessed, those who will contribute information, administrators and

staff in buildings where the evaluation will take place, members of the media, leaders of

pertinent community organizations, and interested community members. We reiterate that

the evaluator should, as feasible, seek out those who might be harmed by an evaluation

so they can air any concerns they might have. If possible, all such consultations should

occur before an evaluation agreement is signed. When this is not possible, the evaluator

should ensure that these stakeholders have opportunities to present their views during

the evaluation.

Prior to contracting, the evaluator will already have developed an evaluation design and

budget.Whether in a formal request for proposal situation or amore informal sole-source case,

the evaluator will present these items for the client’s review and approval. Assuming that the

evaluator’s proposal is not rejected outright, the client typically will ask for some clarifications

or changes.

Often this is where the negotiation process begins. The client and evaluator typically

communicate about needs related to revising the evaluation design and budget, and the

evaluator makes mutually acceptable changes. Subsequently either the client or the evaluator

will prepare the first draft of the evaluation agreement for review and acceptance by both

sides. If the evaluator prepares the first draft, he or she should have obtained stakeholder

inputs if possible. If the sponsor has prepared the first draft, the evaluator should gather

stakeholder input, possibly consult with an attorney, and desirably have an outside party review

the draft for clarity and soundness. Ultimately this process should lead to a sound evaluation

agreement—one that is keyed to professional standards, the evaluation design, and the budget;

protects participants and other affected parties; reflects inputs from stakeholders; and ensures

that the evaluation can be conducted efficiently and effectively.

Evaluation Contracting Checklist

Exhibit 21.1 is a checklist designed to help evaluators and clients identify key contractual

issues and make and record their agreements for conducting an evaluation. Not all checklist

items apply in every evaluation’s set of agreements, as included in the evaluation contract or

memorandum of agreement. It is prudent, however, to consider all of them when starting a

negotiation and when reviewing a draft set of agreements. Then the parties to the contract

or memorandum of agreement can select those items that should be incorporated into the

instrument of agreement or revise the draft as appropriate. The evaluator can code each item

as important and incorporated (indicated by a check mark) or as not applicable (NA); or he or

she can leave it blank, indicating no agreement, although the itemmay be viewed as important.

Mainly the checklist is a tool for evaluators to use in detailing and negotiating evaluation

agreements; they can also sign, date, and retain the completed checklist as a convenient
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summary of what they intended the agreement to cover. We will not elaborate or comment on

the checklist items because we see them as self-explanatory.

Exhibit 21.1 EVALUATION CONTRACTING CHECKLIST

Basic Considerations

Object of the evaluation (for example, a named program)

Purpose of the evaluation

Client

Other right-to-know audiences

Authorized evaluator(s)

Guiding values and criteria

Standards for judging the evaluation

Contractual questions

Information

Required information

Data collection procedures

Data collection tools

Information sources

Respondent selection criteria and process

Provisions to obtain needed permissions to collect data

Follow-up procedures to ensure adequate information

Provisions for ensuring the quality of obtained information

Provisions for storing and maintaining the security of collected information

Analysis

Procedures for analyzing quantitative information

Procedures for analyzing qualitative information

Synthesis

Participants in the process of reaching conclusions

Procedures and guidelines for synthesizing findings and reaching conclusions

Decisions on whether evaluation reports should include recommendations
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Reports

Deliverables and due dates

Formats for interim reports, including content, length, audiences, and methods of

delivery

Final report format, content, length, audiences, and methods of delivery

Restrictions and permissions related to publishing information from or based on the

evaluation

Reporting Safeguards

Anonymity, confidentiality

Prerelease review of reports

Conditions for participating in prerelease reviews

Rebuttal by evaluees

Editorial authority

Authorized recipients of reports

Final authority to release reports

Communication Protocol

Contact persons

Rules for contacting program personnel

Communication channels and assistance

EvaluationManagement

Timeline for evaluation work by the client and evaluators

Assignment of evaluation responsibilities

Client Authority and Responsibilities

Access to information

Services (for example, clerical, office equipment, and telephone)

Personnel

Information

Facilities

Equipment

Materials
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Transportation assistance

Work space

Evaluation Budget

Fixed-price, cost-reimbursable, or cost-plus agreement

Payment amounts and dates

Conditions for payment, including delivery of required reports

Budget limits or restrictions

Agreed-on indirect cost and overhead rates

Contacts for budgetary matters

Review and Control of the Evaluation

Contract amendment and cancellation provisions

Provisions for periodic review,modification, and renegotiation of the design as needed

Provision for evaluating the evaluation against professional standards of sound

evaluations

Preparer: Date:

Summary

This chapter has addressed the pivotal issue of evaluation contracting. An evaluation agreement

may be a formal, legally enforceable contract or a less formal memorandum of agreement. In

either case, the agreement should be grounded in professional standards for sound evaluations;

keyed to the evaluation design and budget; eminently fair to all parties to the evaluation;

oriented to ensuring the evaluation’s feasibility; open to later amendment; preferably, written;

and negotiated and signed in advance of starting the evaluation. Evaluators should negotiate

sound advance agreements for their studies because these help prevent failure or abuses of an

evaluation and also aid in securing stakeholder interest and cooperation. Sound contracting

for evaluations is a process that begins with an evaluation design and budget and culminates

in an agreement signed by the client and the evaluator. During the negotiation process, the

evaluator is advised to obtain and take into account as much input as possible from the full

range of stakeholders. We concluded the chapter by presenting a checklist of the full range of

issues to consider when either developing or assessing an evaluation agreement.

Evaluations occur in the real world, where everything that can go wrong is likely to do so

if left unchecked. Sound evaluation contracting provides a systematic approach to making an

evaluation as fail-safe as possible.
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REVIEWQUESTIONS

1. Provide two examples of how an evaluation client might use an advance evaluation

contract to avoid an evaluator’s later, possible misunderstandings about the evaluation’s

requirements. Then list two examples of how an evaluator could reference a well-

constructed evaluation contract to address a client’s attempts to discredit the evaluation

or to persuade the client not to act improperly in regard to dissemination or use of the

findings.

2. What are the definitions of memorandums of agreement and evaluation contracts, and

what distinguishes them?

3. There are inherent dangers in a situation where either an evaluator or a client acts

unilaterally in regard to aspects that should have been but were not included in an

evaluation agreement. What are at least three such possible omissions? What could be

the negative consequences of each omission?

4. Atwhat points in an evaluation process should evaluation agreements be negotiated, and

for what reasons?

5. Which of the following are legitimate signatories to an evaluation contract: a program

beneficiary (for example, a student); a parent of a programbeneficiary; the client; the head

of the evaluation’s stakeholder review panel; the evaluator; a newspaper reporter; the

subject evaluand’s accountant; or stakeholders who might be harmed as a consequence

of the evaluation? Justify your reason for selecting each signatory. Then define each

selected signatory’s role in completing the contract. Finally, if you excluded any of the

listed possible parties to the evaluation from being signatories to the evaluation contract,

explain why they were excluded.

6. Identify and explain the importance of at least four issues—pertaining to a prospec-

tive client organization’s request for an evaluation—that the evaluator should identify,

examine, and resolve before finalizing an evaluation contract.

7. What are at least four types of possible political threats to an evaluation that evaluators

should consider, and what do you see as potentially effective contractual precautions for

defusing each identified threat?

8. What are at least three ways evaluators can make constructive use of political forces to

enhance an evaluation’s effectiveness?

9. What checkpoints might you include in a checklist for deciding whether or not to pursue

a given evaluation?

10. Identify as many practical reasons for negotiating advance evaluation agreements as

you can.
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Group Exercises

Exercise 1

This chapter has emphasized the importance of establishing a constructiveworking relationship

betweenevaluator andclient.Discuss the following topics, fromtheperspectiveof the evaluator:

1. What factors make this relationship so vital?

2. How would you go about building such a relationship?

3. What is the role of a formal contract in making such a relationship sound and functional?

4. What are the hazards of developing too close of a relationship with a client?

5. Who should be involved before an evaluation agreement is concluded?

6. What are effective ways of involving these parties?

7. What are some of the factors that could preclude finalization of an evaluation contract?

Exercise 2

We have maintained that evaluation design, budgeting, and contracting are closely linked.

Discuss this contention in general terms, and then select an actual evaluation known to a group

member and find whether these three procedures were interrelated.

Exercise 3

Use the Evaluation Contracting Checklist in Exhibit 21.1 to role-play the development of an

evaluation contract. Assign one member of the group to serve as convener and coordinator

and to make assignments to the other group members, as follows:

1. Assign a second member to act as a potential evaluation client. Ask that client to find and

bring to the group’s next meeting a report of a completed evaluation and to be prepared to

use the report as a basis for requesting a similar evaluation and negotiating a contract for

its conduct.

2. Assign a third member to serve as the recorder of contractual agreements to be reached

with the client at the group’s next meeting.

3. Engage the additional members to serve as the evaluation team that is negotiating an

evaluation contract with the client.

At the next meeting, begin by having the client describe her or his request for a program

evaluation. Subsequently, the evaluation team should use the Evaluation Contracting Checklist

to interview the client and reach tentative contractual agreements for the requested evaluation.

Throughout this process, the meeting’s recorder should document the contractual evaluation

agreements tentatively being reached. At the end of the deliberation, the recorder should

summarize the draft evaluation agreements. The client and evaluation team should then react

to these and identify any needed changes or additions. Finally, the whole group should discuss



Trim size: 7in x 9.25inStufflebeam c21.tex V1 - 06/30/2014 2:58pm Page 518

518 CHAPTER 21–CONTRACTING EVALUATIONS

what was learned through the exercise, especially in regard to the utility of the Evaluation

Contracting Checklist.

Suggested Supplemental Readings

American Evaluation Association Task Force on Guiding Principles for Evaluators. (2013). Guiding

principles for evaluators. American Journal of Evaluation, 34, 145–146.

Joint Committee on Standards for Educational Evaluation. (1994). The program evaluation standards

(2nd ed.). Thousand Oaks, CA: Corwin Press.

Joint Committee on Standards for Educational Evaluation. (2011). The program evaluation standards:

A guide for evaluators and evaluation users (3rd ed.). Thousand Oaks, CA: Sage.

Patton, M. Q. (2008). Utilization-focused evaluation (4th ed.). Thousand Oaks, CA: Sage.
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CHAPTER 22

COLLECTING EVALUATIVE INFORMATION

LEARNING OBJECTIVES

In this chapter you will learn about the

following:

• Which evaluation standards pertain to

the core issues in collecting evaluative

information

• Checklists of practical steps for

conducting each part of the

information collection process

• Alternative sampling approaches

• Different types of reliability

• Different types of validity

• Requirements for managing

information

• A framework for planning data

collection procedures

• Alternative techniques for collecting

evaluative information

This chapter presents a detailed discussion of the concepts

and techniques involved in collecting high-quality, reliable,

and valid evaluative information.

After negotiating an evaluation agreement, the eval-

uator turns to the central task of collecting the needed

information. Responses to a study’s questions can be only

as good and defensible as the supporting information. That

information should address the full scope of questions

developed through evaluator-client collaboration and pos-

sess sufficient depth. It should be reliable, appropriate, and

credible. It also should be combinable into a coherent

whole for reaching valid conclusions about an evalu-

and’s merit and worth. The contract should reflect these

intended outcomes. Collecting the needed information

requires responsiveness to audience interests, technical

competence, legal and ethical actions, human relations

skills, meticulous management of information, and good

measures of creativity and resourcefulness.

In this chapter we present practical advice on the

information collection task. We begin by referencing the

professional standards that are most relevant to collecting

information. We then present a framework within which

to plan information collection activities; it is intended to

ensure sufficient scope and quality of obtained information

and to encompass an evaluand’s background, structure,

operations, costs, and accomplishments. We end by sum-

marizing selected information collection techniques that

have proved especially useful in our evaluations.

Key Standards for Information Collection

The evaluation discipline includes clear standards; a vast

literature base; and strong procedures for developing, val-

idating, and employing tools for collecting information.
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The Joint Committee on Standards for Educational Evaluation (2011) defined a range of

standards to be met by an evaluation’s information collection devices and activities: Rele-

vant Information, Human Rights and Respect, Explicit Program and Context Descriptions,

Reliable Information, Valid Information, and Information Management. Moreover, the litera-

ture pertinent to meeting these standards is extensive. It includes guidelines and procedures

for developing instrument blueprints, constructing response items, drafting and pilot-testing

instruments, performing item analysis, finalizing instruments, developing norms, performing

reliability and validity studies, selecting appropriate samples of respondents, controlling infor-

mation collection conditions, verifying obtained data, keeping collected information secure,

attending to a range of ethical considerations, andmanymore. To the extent that evaluators can

find or develop instruments—both quantitative and qualitative—that pass muster within the

canons of valid assessment, they are in a strong position to collect and defend the information

needed to evaluate a program or other evaluand. By using a sufficiently broad range of pertinent

and defensible information, evaluators can answer evaluative questions confidently, reach con-

clusions about an evaluand’s quality and accomplishments, and persuasively advocate use of an

evaluation’s findings.

Therefore, evaluators need a firm grasp of standards for collecting sound evaluative

information and should attend as carefully and systematically as they can to meeting these

standards. In this sectionwe reviewwhatwe consider to be themost important JointCommittee

(2011) standards related to collecting evaluative information. For each standard, we present

its summary statement, explain it, add our comments, and note its relevance to the collection

of evaluative information. We advise readers to consult the full text of each standard in the

standards document itself.

Before proceeding, a caveat is needed. The practical constraints of many evaluation

assignments preclude meeting—or make it extremely difficult to fully meet—the standards

associated with sound information collection. Evaluators often cannot access preexisting

instruments that are valid for collecting information needed to draw inferences in a particular

evaluation. In addition, they rarely have sufficient time and resources to carry out a full sequence

of developing, pilot-testing, reformulating, norming, and validating new instruments, a process

that could require years of painstaking and expensive work. Typically, competent evaluators

construct new instruments as systematically as they can; use other available instruments that

may have only marginal validity for the particular study; gather existing relevant, reliable

information; and repeatedly replicate the information collection process until findings are

stable and defendable. In proceeding in this manner, evaluators need to take reasonable steps

to meet the standards related to information collection. They should not, moreover, expect

users of the evaluation to be comfortable or completely satisfied with information collection

procedures and tools that fall short of fully meeting the principles of sound inquiry. Especially,

evaluators should report to users any deficiencies in their collected information. Among the
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steps an evaluator should take to overcome weaknesses in information collection instruments

is to build in cross-checks on findings. The main way to do this is to employ multiple

sources of information and multiple methods, look for consensus in findings, and report both

discrepancies and agreements in the findings. In sum, evaluators should take the standards

seriously and do all they can to meet them, and they must forthrightly report limitations in the

presented information. From this perspective, evaluators’ modest aims are to at least increase

the rationality and defensibility of their conclusions, judgments, and decisions (Bamberger,

Rugh, & Mabry, 2012).

Relevant Information

The standard states, “Evaluation information should serve the identified and emergent needs

of intended users” (Joint Committee, 2011, p. 45). The explanation of this standard stresses

two main requirements: scope and selectivity. To meet the spirit of the standard, evaluators

often should provide both more and less information than the client requests.

Evaluators should collect information that has sufficient scope to address an audience’s

most important information needs and support a judgment of merit and worth. Typically

evaluators should obtain information on all the important variables (for example, participant

needs, program goals and assumptions, program design and implementation, program costs

and outcomes, and positive and negative side effects). They should collect information on

all the essential questions, whether or not the client and stakeholders specifically request the

information. This is in keeping with the dictum that an evaluation is not just an information

service, but essentially an assessment of merit and worth. As the Joint Committee (1994)

stated, “Evaluators should determine what the client considers significant but should also

suggest significant areas the client may have overlooked, including areas identified by other

stakeholders” (p. 37). Later in the chapter, we present a framework to help evaluators and

clients ensure that they at least consider a comprehensive set of possible assessment variables.

The second important aspect of this standard is that evaluators necessarily have to be

selective in deciding what information to collect. Typically it is not feasible to satisfy all the

information interests of all stakeholders. However, not all of the contemplated information

will be equally important to stakeholders or essential for reaching evaluative conclusions.

Initially, an evaluator should identify the potential body of relevant information, including

the information that the client and stakeholders desire and also what is needed to render a

judgment of merit and worth. Subsequently, the evaluator should work with the client and

stakeholders to separate the most important items of information from those that are only

desirable or of minor importance. Then, in consideration of available funds and time, the

evaluator should select the information to be collected judiciously.

Exhibit 22.1 is a checklist of actions of use in meeting the central requirements of the

Relevant Information standard.
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Exhibit 22.1 RELEVANT INFORMATION CHECKLIST

Checkpoints

Interview stakeholders to determine their different perspectives; information needs;

and views concerning what constitutes credible, acceptable information.

Plan to obtain sufficient information to address the client group’s most important

information needs.

Assess and adapt the information collection plan to ensure adequate scope for

assessing the program’s value (for example, its worth, merit, and/or significance).

Ensure that the obtained information will address and keep within the boundaries of

the evaluation’s stated purposes and key questions.

Allocate time and resources to collecting different parts of the needed information in

consideration of their differential importance.

Allow flexibility during the evaluation process for revising the information collection

plan pursuant to the emergence of new, legitimate information needs.

Human Rights and Respect

The standard states, “Evaluations should be designed and conducted to protect human and

legal rights and maintain the dignity of participants and other stakeholders” (Joint Committee,

2011, p. 125).

Most program evaluations involve gathering information from and pertaining to a wide

range of persons associated with the subject program: program beneficiaries, staff, administra-

tors, policymakers, communitymembers, and others.Without due process and care, evaluators

might unwittingly or otherwise violate such persons’ rights. These violations can embarrass or

harm the affected persons, evoke legal prosecution or professional sanctions, stir up dissension,

and discredit the evaluation and render it ineffective. Evaluators should thus systematically

identify andmake provisions for adhering to all applicable rights of those who are parties to the

evaluation. Among the human rights to uphold are those concerned directly with the persons’

roles in the evaluation and a wide range of more pervasive rights. Some rights are based in law,

whereas others derive from ethics and common courtesy. The Joint Committee (1994) noted,

Legal provisions bearing on rights of persons include those dealing with consent for partic-

ipation, privilege of withdrawal without prejudice and without withdrawal of treatment or

services, privacy of certain opinions and information, confidentiality of information, and

health and safety protections. (p. 93)

In addition, ethical, commonsense, and courtesy considerations require evaluators to

honor evaluation participants’ right not only to place limits on the extent and timing of their

involvement in information collection but also to decline experiences they consider to be
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detrimental or uncomfortable. Evaluators must also respect the cultural and societal values of

all participants (Morris, 2003).

One important way to uphold the rights of human subjects is to have an appropriate human

subjects institutional review board vet one’s evaluation design. Another is to strictly follow the

advice in the full text of the Human Rights and Respect standard (Joint Committee, 2011).

Accordingly, evaluators should consider developing and sharing with human subjects the

procedures that they and the client will follow to ensure that participants’ rights are protected.

Evaluators should inform prospective information providers how the information they provide

will be used. They should secure written permission from duly authorized parties to access

individual records (if needed), and they should make every effort to protect the identity of

those who respond to evaluation instruments or otherwise supply information. They should,

where applicable, obtain permission from respondents and the client to tape-record interviews.

Although it is often desirable to provide confidentiality or anonymity in gathering information,

the evaluator should not promise either one when it cannot be guaranteed. It is also desirable

in some evaluations to make special provisions to enable language-minority participants to

supply information, even if this means translating instruments into their first language. When

minors are involved in program evaluation (as occurs, for instance, with school-based studies),

parental permission must be sought and given, and often an appropriate adult should be

present during an interview session.

Shown in Exhibit 22.2 is a checklist of actions of use in meeting the main requirements of

the Human Rights and Respect standard.

Exhibit 22.2 HUMAN RIGHTS AND RESPECT CHECKLIST

Checkpoints

Adhere to applicable federal, state, local, and tribal regulations and requirements,

including those pertaining to institutional review boards, local or tribal constituencies, and

ethics committees that authorize the conduct of research and evaluation studies.

Take the initiative to learn about, understand, and respect stakeholders’ cultural and

social backgrounds, local mores, and institutional protocols.

Make clear to the client and stakeholders the evaluation’s provisions for adhering to

ethical principles and codes of professional conduct, including the standards of the Joint

Committee (2011).

Institute and observe rules, protocols, and procedures to ensure that the evaluator, or

all evaluation teammembers, will develop rapport with and consistently manifest respect

for stakeholders and protect their rights.

Make stakeholders aware of their right to participate, withdraw from the study, or

challenge decisions that are being made at any time during the evaluation process.

Monitor the interactions of evaluation team members and stakeholders and act

as appropriate to ensure continuing, functional, and respectful communication and

interpersonal interactions throughout the evaluation.
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Explicit Program and Context Descriptions

The standard states, “Evaluations should document programs and their contexts with appro-

priate detail and scope for the evaluation purposes” (Joint Committee, 2011, p. 185).

When a final evaluation report is issued, readers need to know what was evaluated.

It is insufficient to describe the program only as it was originally conceived, because its

implementation may have been quite different. Also, it is not enough to characterize the

program only in general terms, because many readers need details. Readers who are interested

in replicating the program require sufficient particulars to contrast the program with critical

competitors. If they decide to adopt the program, they need specific information to help decide

how to organize their version of the program, finance it, launch it, and make it work. When a

program fails, program funders and administrators need information on program expenditures,

staffing, and operations to diagnose the reasons for failure. Moreover, researchers who want to

understand a program’s effects needdetailed information about the program’s actual operations

so they can relate parts of the program to its outcomes.

An evaluator should collect sufficient information to help members of the audience

understand both the program’s original plan and its actual implementation. Clearly the

evaluator should collect information on how the program was structured, governed, staffed,

financed, and carried out; where it was conducted; what facilities were used; what orientation

and training participants received; how much community involvement (if any) took place in

the program; and how program funds were budgeted and spent. Relevant sources of extant

information about the program might include generalized program descriptions, funding

proposals, public relations reports, minutes of staff meetings, media presentations, newspaper

accounts, expense reports, and progress and final reports. Additional information might need

to be collected from participant observers and independent observers, from interviews with

various program participants, from focus groups, and from direct observation by the evaluator.

Photographic records can also prove enlightening. In collecting information, it is wise to

obtain both holistic descriptions and descriptions of program components. Over time, it

can be useful to record time-specific descriptions to document and contrast changes in the

program and identify trends. It is especially important to search out discrepancies between

intended and actual program operations. Program documentation is a major information

collection task.

This standard also calls for studying and documenting the context in which the pro-

gram exists, so that its likely influences on the program can be identified. We have seen

repeatedly that a program’s context can heavily influence how the program is designed and

operated and what it achieves. Two or more programs with the same design often dif-

fer considerably in implementation and outcomes due to the influences of their respective

backgrounds and environmental circumstances. To understand how a program acquired

its particular characteristics and why it succeeded or failed, an evaluator needs to collect

considerable contextual information. Important contextual variables include the program’s
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geographical location, the relevant political and social milieu, the economic health of the sur-

rounding community, program-related needs and problems in the area, pertinent legislation,

availability of special funds for work in the program area, highly influential persons, highly

influential environmental events, the program’s rationale and means of getting started, its

organizational home, its timing, its potential contributions to the locale, actual participants

and their program-related needs, competing programs in the area, and pertinent state and

national influences.

Formative evaluations require contextual information to help those in charge of a program

take account of local circumstances and identify and address participants’ needs and problems.

Summative evaluations require contextual information to help audiences understand why a

program succeeded or failed and to prevent erroneous interpretations about how applicable

the findings are to other contexts.

To consider how a program might work elsewhere, audiences need to know what highly

influential contextual dynamics would have to be present in that new setting. For example,

an audience might want to know whether a program’s success had been aided heavily by a

supportive community, a charismatic and unusually effective political leader, a sizable subsidy

from a local foundation, or a history of social service agency cooperation. From another point

of interest, an audience still might want to consider replicating an unsuccessful program if

its failure clearly was due to environmental circumstances beyond the program’s control.

Examples of such negative influences could be local unrest, weak leadership and direction, a

fiscal crisis in the program’s organization, high staff turnover, or area devastation by a hurricane

or tornado.

In describing a program’s context, an evaluator should draw information from multi-

ple sources. Such information might include minutes of board meetings, news accounts,

area demographic statistics, area economic data, and pertinent legislation, for example.

Also, evaluators are advised to maintain a log of unusual circumstances. Negative forces

might include a destructive flood, a strike in the program’s organization, departure of a

major area corporation, embezzlement of program funds, civil unrest, unanticipated changed

legislation, unexpected opposition from area interest groups, or a health epidemic. Unex-

pected positive influences could be a major corporation’s move to the area, an unanticipated

grant from a national philanthropic foundation, or a scientific discovery. Relevant contex-

tual information can be obtained from a wide range of individuals and groups, the local

chamber of commerce, members of fraternal organizations, local clergy, real estate agents,

newspaper reporters, corporation officials, local charitable foundation officials, social ser-

vice organizations, law enforcement officials, court officials, and area businesspeople. It is

often highly desirable to compile a photographic or video record of key aspects of the

program’s setting.

Shown in Exhibit 22.3 is a checklist of actions of use in meeting the main requirements of

the Explicit Program and Context Descriptions standard.
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Exhibit 22.3 EXPLICIT PROGRAMAND CONTEXT DESCRIPTIONS CHECKLIST

Checkpoints

Describe all important aspects of the program (for example, goals, design, intended

and actual recipients, components and subcomponents, staff and resources, procedures,

and activities) and how these evolved over time.

Describe how people in the program’s general area experienced and perceived the

program’s existence, importance, and quality.

Identify any model or theory that program staff invoked to structure and carry out the

program.

Define, analyze, and characterize contextual influences that appeared to significantly

influence the program and that might be of interest to potential adopters, including the

context’s technical, social, political, organizational, and economic features.

Identify any other programs, projects, or factors in the context that may have affected

the evaluated program’s operations and accomplishments.

As appropriate, report how the program’s context may be similar to or different from

other contexts in which the program is expected to be adopted or might reasonably be

adopted.

Defensible Information Sources

Here we reference the Defensible Information Sources standard from the Joint Committee’s

1994 edition of The Program Evaluation Standards. We do so because accessing appropriate,

often multiple sources of information and employing appropriate sampling methods are

critically important in the process of producing sound evaluation reports and because the Joint

Committee’s 2011 edition includes no clearly identifiable standard on defensible information

sources.

The standard states, “The sources of information used in a program evaluation should be

described in enough detail, so that the adequacy of the information can be assessed” (Joint

Committee, 1994, p. 141).

Because evaluation ismainly a time-constrained enterprise that functions under real-world

complexities, evaluators typically should employ a variety of techniques to collect information

frommultiple sources. Sources may include program staff and participants, administrators and

policy board members, newspapers and public records, program proposals and reports, and

program records. Evaluators employ a variety of techniques to tap these sources. Persons may

be surveyed, tested, interviewed, engaged in focus groups or hearings, or asked to complete a



Trim size: 7in x 9.25inStufflebeam c22.tex V2 - 08/06/2014 9:14am Page 527

KEY STANDARDS FOR INFORMATION COLLECTION 527

rating scale. Documents may be coded and subjected to content analysis. Program activities

may be observed or photographed. Evaluators typically should employ both qualitative and

quantitative methods. By using a variety of techniques to obtain information from multiple

sources, evaluators provide cross-checks and perspective for addressing each major evaluation

question and help ameliorate limitations of individual sources and methods.

Evaluators often cannot collect all of the potentially relevant information from each source

of information. For example, they cannot observe, test, and interview every participant during

every day of a program. No onewould expect or tolerate such an extreme quest for information.

In selecting information sources andmethods, evaluators should avoid overloading respondents

with unreasonable requests for information. Evaluators often collect information from only a

sample of participants and only on a few days in the program. Moreover, they may have time

to examine only a sample of records and other documents. Consequently, they need to be

selective in collecting information.

Such selectivity introduces possibilities for both biased and missing information. If the

information is not representative of what occurred in the program or of responses that might

have been obtained from all members of a particular respondent group, the evaluator may

draw erroneous conclusions and mislead an audience. Therefore, he or she needs to introduce

appropriate safeguards to enhance representativeness and transparency in his or her findings.

The evaluator should be forthright in reporting limitations of his or her information sources.

The Joint Committee (1994) advised evaluators to “document, justify, and report their sources

of information, the criteria and methods used to select them, the means used to obtain

information from them, and any unique and biasing features of the obtained information”

(p. 141). The committeenoted further that “poordocumentation anddescriptionof information

sources can reduce an evaluation’s credibility” (p. 142). An evaluation’s technical appendix

(or a separate technical report) should include documentation of information sources, the

information collection process, and the instruments used to collect the information.

In most studies, an evaluator selects samples (including program documents) from

pertinent populations using a wide range of sampling techniques, including both probability

and nonprobability sampling methods. The objective of probability sampling is to estimate

population parameters from information contained in a sample—that is, to make inferences

about a population from information contained in a sample selected from that population.

In most instances, such inferences are in the form of an estimate of a population parameter,

such as a mean, total, or proportion, with a bound on the error of estimation (sometimes

referred to as themargin of error). Each observation taken from a population contains a certain

amount of information about the population parameter or parameters of interest. Therefore,

the central feature of nearly all sampling designs is to determine the necessary sample size

or quantity of information in a sample pertinent to a population parameter. The essential

nomenclature related to sampling includes the terms element, population, sample, sampling

unit, and frame. An element is an object on which a measurement is taken. A population is
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Figure 22.1 Coverage of a Target Population by a Sampling Frame

Source: Groves, R. M., Fowler, F. J., Couper, M. P., Lepkowski, J. M., Singer, E., & Tourangeau, R. (2004). Survey methodology. Hoboken, NJ: Wiley, 54.

a collection of elements about which an inference is made based on a sample. A sample is a

collection of sampling units drawn from a frame or frames, often called the population of

interest. Sampling units are nonoverlapping collections of elements from the population that

cover the entire population. A frame is a list of sampling units (see Figure 22.1). In the figure,

overcoverage occurs when units that are not part of the target population or sampling frame

are included in a sample, and undercoverage occurs when units that should be part of the target

population or sampling frame are excluded. Both overcoverage and undercoverage create

sampling errors, which ultimately may result in incorrect inferences made from a sample to a

target population.

When probability sampling methods (and nonprobability sampling methods, in some

instances) are used, evaluators should expend substantial effort to reduce coverage, sampling,

nonresponse, and measurement errors (Dillman, Smyth, & Christian, 2009). Coverage errors

are those that arise when not all members of a population have a known, nonzero probability of

selection andwhen those who are excluded are different from those who are sampled. Sampling

errors reflect the extent towhich a sample estimate differs froma population parameter because

not every unit in the population is sampled. Nonresponse errors occur when units selected



Trim size: 7in x 9.25inStufflebeam c22.tex V2 - 08/06/2014 9:14am Page 529

KEY STANDARDS FOR INFORMATION COLLECTION 529

who do not respond are somehow different from those who do. In many sampling situations,

nonresponse is one of the most pervasive problems, and evaluators would be wise to apply

Dillman et al.’s social exchange theory approach (2009) to reduce nonresponse. Measurement

errors occur as a result of inaccurate or imprecise responses.

A stratified random sample is one obtained by separating the population elements into

discrete, nonoverlapping groups (for example, males and females), called strata, and then

selecting a simple random sample from each stratum. The principal reasons for using stratified

random sampling rather than simple random sampling are as follows:

• Stratification may produce a smaller bound on the error of estimation than would be

produced by a simple random sample of the same size. This is particularly true if

measurements within strata are homogeneous.

• The cost per observation may be reduced by stratification of the population elements into

convenient groupings.

• Estimates of population parameters may be desired for subgroups of the population. These

subgroups should then be identifiable strata.

Cluster sampling is a less costly alternative to simple or stratified random sampling if the

cost of obtaining a frame that lists all population elements is very high or if the cost of obtaining

observations increases as the distance separating elements increases. Cluster sampling is an

effective design for obtaining a specified amount of information under the following conditions:

• A good frame listing all population elements is not available or is very costly to obtain, but

a frame listing clusters is easily obtained.

• The cost of obtaining observations increases as the distances separating the elements

increases.

Clusters typically consist of herds, households, or other units of clustering. For example,

a farm herd contains a cluster of livestock for estimating proportions of diseased animals.

Elements within a cluster are often physically close together and hence tend to have similar

characteristics, and the measurement on one element within a cluster may be correlated with

the measurement on another. The quantity of information contained in a cluster sample is

affected by the number of clusters and the relative cluster size.

Notably, most statistical theory is premised on an underlying infinite population. By

contrast, sampling theory and practice are founded on the assumption of sampling from a finite

population, as is often the case in evaluation scenarios in which a program serves a fixed, often

relatively small population. In the general framework of finite population sampling, samples of

size n are taken from a population of sizeN (that is, a population withN elements or members).

In the finite population case, the variance estimate of a statistical estimator, such as a mean or

total, must be adjusted using the finite population correction (fpc), due to the fact that not all
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data from a finite population are observed. For simple random samples (without replacement),

the fpc is expressed as

1 − n

N
or 1 − f

where f is the sampling fraction or the sampling rate:

f = n

N

The fpc is, therefore, the fraction of a finite population that is not sampled. Because the

fpc is literally a factor in the calculation of an estimate of variance for an estimated finite

population parameter, the estimated variance is reduced to zero if n = N. In samples of very

large populations, f is very small, and the fpc may be ignored. Although the fpc is applicable for

estimation, it often is not necessary for many inferential uses, such as in statistical significance

testing (for example, comparison between sampled subgroups). For detailed information on

probability samplingmethods, including how to select an appropriate sample size, see Cochran

(1970); Henry (1990); Kish (1965); Koleci, Coryn, Hobson, and Keci (2011); Lohr (2010); and

Scheaffer, Mendenhall, Ott, and Gerow (2012).

Although probability samples generally are advocated in the evaluation literature, in

practice evaluators employ a variety of other sampling approaches with beneficial results.

They may employ such nonprobability sampling methods as purposive sampling to obtain

information from key informants, such as a policy board’s chair, a program’s director, a

program’s task leader, or a program’s internal evaluator. In many evaluations, it is essential to

obtain information from such stakeholders, and probability sampling would not be applicable.

Another class of especially useful methods comprises the various types of chain-referral

sampling methods, such as snowball sampling (that is, interviewing one or a few individuals

at the outset and asking each to identify others who should be interviewed) and respondent-

driven sampling, which work well for certain hard-to-reach and hidden populations, such as

the homeless, injection drug users, and HIV-positive individuals (Coryn, Gugiu, Davidson,

& Schröter, 2008). An advantage of these approaches is that they can guide evaluators to

key informants who otherwise might not have been sampled. Patton (2002) described fifteen

sampling designs (including the aforementioned chain-referral sampling method) for use with

qualitative evaluation approaches.Of particular relevance tomany evaluations are the following

approaches he recommended:

• Extreme or deviant case sampling. Units are selected because they are in some way unusual

or deviant (for example, success cases, failure cases).

• Intensity sampling. Selected units manifest the phenomena or phenomenon of interest

intensely (but not in as extreme a manner as those considered deviant cases).

• Homogeneous sampling. Units are selected from subgroups so as to describe each subgroup

in depth.

• Typical case sampling. Units are selected that manifest typical characteristics of interest.
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• Critical case sampling. Selected units are considered particularly important.

• Criterion sampling. Units are selected on the basis of predetermined criteria (for example,

on the basis of exposure to a critical incident of interest).

Regardless of an evaluation’s sampling plan, interested stakeholders who were not sampled

may desire to provide their input. There are good reasons for the evaluator to accept their

information and incorporate it in the evaluation. For one thing, doing so lends credibility to

the study and can influence the volunteers to take study findings seriously. Also, the evaluator

may learn unique and valuable lessons from the volunteers. The main caveat here is that

the evaluator should keep the volunteered information separate from the other obtained

information, analyze the different sets separately, and inform readers of the limitations of such

volunteer samples.

Not all evaluations have to involve sampling of respondents. In some studies, the evaluator

obtains information from all of a program’s participants, each staff member, and each member

of a policy board (that is, taking a census rather than selecting a sample). When data are

gathered from all members of a population, the results can be reported directly. In such cases,

there is no need to make inferences about the population based on a sample because the

evaluator has drawn information from the total population. Doing this simplifies considerably

an evaluator’s tasks of analyzing and reporting findings. In planning data collection activities,

it often is appropriate to consider the feasibility and desirability of taking measures from all

members of a population of interest. If this can and should be done, the evaluator proceeds

to take population measures and sets aside concerns about sampling. Otherwise, the evaluator

should select and apply appropriate sampling techniques.

Whether they employ sampling or a population census approach, evaluators should report

the information selection experience forthrightly, including its nature and its strengths and

weaknesses. They should describe the sources of information, document the techniques and

processes by which information was collected from each source, and document changes and

difficulties that occurred along the way. When information was gathered through a cascading

or iterative process (for example, successively drawing from a sequence of unfolding events or

interactions), an evaluator should report and justify the rules he or she followed to decide when

to cease collecting information (for example, because of redundancy, new information that was

only of marginal importance, or lack of additional time or resources). In regard to information

that was collected according to a prespecified plan, an evaluator should report the original

plan, any deviations from the plan, and the import of the deviations for interpreting findings.

Evaluators typically obtain both qualitative and quantitative information. They should

not automatically value one type of information more than the other, but should report the

strengths and weaknesses of each and also their complementary nature. Again, we stress that

evaluators should document and report both strengths and deficiencies in their information

sources and, as appropriate, caution the audience not to place undue confidence in the obtained

information.

In summary, Exhibit 22.4 shows a checklist of key requirements for meeting the Defensible

Information Sources standard.
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Exhibit 22.4 DEFENSIBLE INFORMATION SOURCES CHECKLIST

Checkpoints

Obtain information from a variety of sources.

Use pertinent, previously collected information once validated.

As appropriate, employ a variety of qualitative and quantitative data collection

methods.

Document and report sampling designs and procedures.

Document and report any biasing features in the obtained information.

Include sampling plans and data collection instruments in the evaluation report’s

technical appendix (or in a separate technical report).

Reliable Information

The standard states, “Evaluation procedures should yield sufficiently dependable and consistent

information for the intended uses” (Joint Committee, 2011, p. 179).

Reliability is a necessary but not sufficient condition for validity (Crocker & Algina, 2008;

Nunnally & Bernstein, 1994). An evaluative conclusion cannot be defended as valid if it is based

on unreliable information. Information is unreliable to the extent that it contains unexplained

contradictions and inconsistencies or if different answers would be obtained under subsequent

but similar information collection conditions, absent a known intervention. In the parlance

of classical test theory (CTT), reliability is the consistency or reproducibility of scores. In the

context of CTT, there are two types of measurement error:

• Random measurement error. This type of error consistently affects an individual’s score

because of purely chance happenings. Random measurement error may affect an individ-

ual’s score in both positive and negative directions, thus cancelling out in the long run.

Examples include blind guessing, administration errors, scoring errors, and distractions

during testing.

• Systematic measurement error. This type of error consistently affects an individual’s score

because of some particular characteristic of the person or test that has nothing to do with

the construct being measured. Systematic measurement errors tend to accrue. Examples

include biased raters, scoring key errors, and examinee test anxiety.

In CTT, the objective of any measurement procedure is to identify a person’s (or other

object’s) true score, which is expressed as

X = T + E
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where X represents an observed score, T represents the true score, and E represents mea-

surement error (Guilford, 1936; Lord & Novick, 1968). Relatedly, measurement error is the

discrepancy between an examinee’s observed score and his or her true score, or more formally

(where the subscript j represents a random examinee),

Ej = Xj − Tj

Reliability coefficients derived from this logic can range from 0.00 to +1.00, where a

reliability coefficient of 0.00 indicates that all measurement variation is attributed to error,

whereas a reliability coefficient of+1.00 indicates nomeasurement error. The closer a reliability

coefficient is to+1.00, themore confident an evaluator can be that ameasurement is an accurate

representation of a person’s true score. So, for example, if a reliability coefficient were 0.85,

then 85 percent of the variance is due to variability in true scores, whereas 15 percent is error

variance. Under CTT, reliability estimates, usually in the form of correlation coefficients, can

be made under the following conditions:

• Test-retest (stability). The correlation between the same examinees is tested on different

occasions. Error reflects random fluctuations in performance over time.

• Alternative forms (equivalence). The correlation between the same examinees is tested

with different tests on the same occasion. Error reflects random fluctuations in content

(item) sampling.

• Internal consistency (Cronbach’s 𝛼, split-half). There is agreement between performance

on individual items and overall performance on the total test. Error reflects content (item)

sampling and heterogeneity of the behavioral domain sampled.

Evaluators can be concerned about one or more of these types of reliability, depending on

the nature of an evaluation. Reliability can be influenced by the variability of a sample, where

homogeneous samples tend to lower reliability and heterogeneous samples tend to increase

reliability; test length; and the time limit of a test, among others. CTT has many conceptual

and statistical problems, however, such as that (1) most reliability coefficients are based on

correlation coefficients, which do not measure reliability per se, but rather the covariance or

rank order among a set of measurements; (2) reliability coefficients are a function of sample

characteristics, and the same measuring device will produce different reliability coefficients

in different samples; (3) most correlation coefficients are bivariate statistics, so only two sets

of scores can be examined at the same time; and (4) in CTT, the error term, E, cannot be

partitioned into random measurement error and systematic measurement error components.

Later developments in psychometric and measurement theory, such as generalizability

theory (Cronbach, Gleser, Nanda, & Rajaratnam, 1972) and item response theory (IRT),

however, have resolved many of the conceptual and statistical problems associated with CTT.

Detailed presentations of generalizability theory and IRT exceed the scope of this book,

and interested readers are referred to Brennan (2001), de Ayala (2009), and Embretson and

Reise (2000).
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Many evaluations involve the use of raters or observers to gather information about a pro-

gram, such as when raters or observers use checklists to verify—through direct observation—

that a program is being implemented with fidelity, when they employ rubrics to score or grade

written work samples of program participants, or when they apply coding dictionaries to code

qualitative information obtained through interviews or focus groups. When multiple raters,

observers, or coders are used, one or more interrater reliability coefficients, such as the simple

coefficient of agreement, po; Cohen’s 𝜅 to account for chance agreements; or various models of

intraclass correlation coefficients can be used to assess the extent to which raters, observers, or

coders provide consistent estimates about what they observe, rate, code, or judge (see Davey,

Gugiu, and Coryn [2010] for a comparison of interrater reliability coefficients and formulas for

calculating them).

Evaluators should determine which forms of reliability are most applicable to their study

and make appropriate assessments. For all forms of reliability, they should strive to reduce

or document the amount of error variance and its impact on an evaluation’s information and

conclusions.

Shown in Exhibit 22.5 is a checklist of actions evaluators can take to ensure that their

evaluative conclusions meet the Reliable Information standard.

Exhibit 22.5 RELIABLE INFORMATION CHECKLIST

Checkpoints

Determine, justify, and report the needed types of reliability—test-retest, interrater

reliability, or internal consistency, for example—and acceptable levels of reliability.

In the process of examining, strengthening, and reporting reliability, account for

situations in which assessments are or may be differentially reliable due to varying

characteristics of persons and groups in the evaluation’s context.

Ensure that the evaluator, or evaluation team, possesses or has access to the expertise

needed to investigate the applicable types of reliability.

Describe the procedures used to achieve consistency (for example, between raters or

observers).

Provide appropriate reliability estimates for key information summaries, including

descriptions of the program, program components, context, and outcomes.

Examine and discuss the consistency of scoring, categorization, and coding between

different sets of information (for example, in assessments by different observers).

When choosing from extant instruments, select ones that previously yielded infor-

mation with acceptable reliability for answering questions like those in the projected

evaluation.

Clearly determine the unit of analysis for each information collection device, and assess

reliability at that level of discourse.
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Carefully develop and follow a blueprint in constructing each information collec-

tion device, to include its rationale, target questions, sources of information, means of

administration, and appropriate form of reliability assessment.

Draft, pilot-test, and refine all new instruments.

Engage stakeholders to reviewdraft instruments anddraft setsof findings, andcarefully

consider and address their assessments.

Depending on the size of the evaluation, engagemultiple data collectors, and examine

their findings for consistency.

Systematically train data collectors and those who will code, score, and analyze

obtained information.

Document procedures to strengthen and assess reliability and results in the evaluation

report’s methods section or technical appendix (or in a separate technical report).

Valid Information

The standard states, “Evaluation information should serve the intended purposes and support

valid interpretations” (Joint Committee, 2011, p. 171).

Validity, in general, is considered the approximate truthfulness or correctness of an

inference or conclusion. More specifically, validity is an integrated evaluative judgment of

the degree to which empirical evidence and theoretical rationale support the adequacy and

appropriateness of inferences and actions based on some form of assessment. Therefore,

validity or truth consists of two equally important premises, one inferential and the other

consequential (Messick, 1989). Even so, validity is not an all-or-none proposition. It is one of

degree.

Four classes of validity are of central concern in most evaluations, though there are

many others (see Figure 22.2). Two of these, internal and external validity, are largely, but

not specifically, functions of a study’s design. Internal validity concerns the truthfulness or

correctness of inferences about whether the relationship between two or more variables is

causal. External validity concerns the extent to which a causal relationship holds over variations

in persons, settings, treatments, and outcomes, and is largely a function of sampling. Construct

validity, in contrast, is primarily a function of measurement. Construct validity concerns the

degree to which an inference about an observed person, setting, treatment, or set of outcomes

is warranted given the soundness of the employed theoretical framework, defined population

of interest, sampling design, instruments and procedures used for measurement, obtained

information, and analysis and synthesis procedures. Finally, conclusion validity, sometimes

referred to as statistical conclusion validity, is predominately a function of analysis. Conclusion

validity concerns the correctness of inferences regarding the covariation between two or

more variables. Although conceptually independent, these types of validity are not mutually

exclusive. Taken mainly from the quantitative tradition, they are nonetheless found in both
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Design

External
validity

Sampling plan
Structural design elements

Respect hypotheses
Control extraneous variables

Internal
validity

Measurement Analysis

Conclusion
validity

Construct
validity

Construct definition
Operationalization

Score reliability

Estimate covariance
Estimate sampling error

Evaluate hypotheses

Figure 22.2 Types of Validity Addressed by Design, Measurement, and Analysis

Source: Kline, R. B. (2008). Becoming a behavioral science researcher: A guide to producing research that matters. New York, NY: Guilford Press, 40.

the quantitative and qualitative traditions, though the terminology used to represent these

concepts differs somewhat. Kline (2008) has provided an accessible introduction to these

concepts and how each can be addressed in a study.

Among the possible information-gathering products and associated processes are results

of interviews, observations, document reviews, hearings, forums, focus groups, testimony,

surveys, and administration of performance tests or objective tests. The processes should be

chosen and employed to produce information that is relevant to a study’s questions, reliable,

and sufficient in scope and depth to answer all of those questions.

Validation of instruments and procedures is required to ensure the soundness of the

obtained information for answering a study’s questions. According to the Joint Committee

(1994), “Validation is the process of compiling evidence that supports the interpretations and

uses of the data and information collected using one or more . . . instruments and procedures”

(p. 145).
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Following are the tasks in a sound process to validate a given information collection

instrument or procedure:

• Provide adetaileddescriptionof theprogramattribute aboutwhich information is required;

examples are the program’s context, design, implementation, and outcomes.

• Determine the type of information—for example, a description or judgment—the partic-

ular information collection instrument or procedure is intended to acquire.

• Determine the type of information the tool or procedure provides.

• Describe in detail how the tool or procedure was applied and how well its application was

monitored and controlled.

• Describe in detail and assess the credibility of the persons who collected or supplied the

study’s information.

• Determine the appropriate unit of analysis.

• Analyze the reliability of the obtained information—that is, its consistency and/or repro-

ducibility, and judge whether reliability is sufficient for the intended use.

• Describe in detail and assess the procedures used to score, code, analyze, and interpret the

obtained information.

• Compile qualitative and quantitative evidence that justifies or refutes the intended use of

the obtained information as part of the evaluation.

• Make an overall assessment of the inferences or conclusions drawn from the obtained

information.

Validity resides not in any instrument or procedure, but in that instrument or procedure’s

use in generating inferences and conclusions in a particular study. It is incorrect to generalize

that an instrument or procedure is valid or not valid. Instead, an evaluator should judge

as valid or not valid the inferences or conclusions emanating from a particular use of an

instrument or procedure. The key determinant of validity is how fully and dependably the

obtained information answers the study’s questions. Evaluators should avoid the common

mistake of assuming that their intended use of a procedure or instrument is justified because an

investigator reported high validity in another study. Instead, evaluators need to validate their

inferences or conclusions pursuant to a study’s particular questions and based on assessments

of the study’s procedures, instruments, and obtained information.

Due to feasibility constraints, evaluators often have to employ tools and procedures whose

uses in the particular study do not evidence optimal validity. To counter this, they should

employ multiple information collection methods to provide checks and balances on possibly

weak measures and ensure that the combination of methods effectively addresses all of the

study’s questions. They should validate the inferences and conclusions resulting frommultiple

measures individually and in combination to ensure that the obtained information is pertinent,

sufficient, and defensible. They should also report weaknesses in the obtained information and,

as appropriate, warn audiences to be cautious in using the findings.
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Shown in Exhibit 22.6 is a checklist of practical tasks to assist evaluators in meeting Valid

Information standard requirements.

Exhibit 22.6 VALID INFORMATION CHECKLIST

Checkpoints

Through communication with the full range of stakeholders, develop a coherent,

widely understood set of concepts and terms needed to assess and judge the program

within its cultural context.

Ensure—through such means as systematic protocols, training, and calibration—that

data collectors competently obtain the needed data.

Document the methodological steps taken to protect validity during data selection,

collection, storage, and analysis.

Involve the client, sponsor, and other stakeholders sufficiently to ensure that the scope

and depth of interpretations are aligned with their needs and are widely understood.

Investigate and report threats to validity, such as by examining and reporting the

merits of alternative explanations of program outcomes, for example.

Assess and report the comprehensiveness, quality, and clarity of the information

provided by various data collection procedures in relation to the information needed to

address the evaluation’s purposes and questions.

Engage program personnel and other stakeholders to check proposed information

collection tools and procedures against the evaluation questions.

In choosing or developing information collection tools, pay close attention to the

characteristics of the intended respondents (for example, their reading ability, physical

disabilities, conflicts of interest, or native language) that might affect the validity of their

responses.

Obtain and report validity evidence from other similar studies that used the same

evaluation tools.

Follow sound instrument development procedures to minimize biased or confused

answers from respondents; for example, in each item of a rating scale, include only a single

point to be rated.

Select appropriately qualified information collection personnel; provide them with

an orientation, training, support, and supervision; and document their qualifications and

performance in the evaluation report’s technical appendix (or in a separate technical

report).
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Carefully plan, monitor, supervise, and document the information collection process.

Document and report significant contextual influences on information collection in

the evaluation report’s technical appendix (or in a separate technical report).

Report the relevant validity claims andevidence for eachevaluation tool andprocedure

and for all of them in combination in the evaluation report’s methods section or technical

appendix (or in a separate technical report).

Information Management

The standard states, “Evaluations should employ systematic information collection, review,

verification, and storage methods” (Joint Committee, 2011, p. 193).

Systematic information control is an information management process to ensure that an

evaluation’s information is regularly and carefully checked, made as error-free as possible,

and kept secure. There are numerous errors to avoid, which include mistakes in collecting,

scoring, coding, recording, organizing, filing, releasing, analyzing, and reporting information.

Information might be collected from the wrong respondents. Interviewers might not adhere to

the interview protocol. Information coders might not apply coding guidelines correctly. Data

files might be misplaced. Unauthorized persons might access filed information. Data might

be analyzed inappropriately or incorrectly. There might be clerical errors in the preparation

of reports. Results might be reported without needed caveats concerning errors that were

discovered but not corrected. Erroneous data might be included in reports. Report findings

might be leaked. These are only some of the things that can go wrong in the course of obtaining,

processing, storing, and reporting information.

Evaluators should institute safeguards to prevent all such mistakes. Otherwise, members

of the audience could be misled to place unwarranted confidence in erroneous information,

or the evaluation might become the center of controversy. When mistakes are uncovered

belatedly, the evaluation is likely to be discredited and rendered useless. A sound information

management process includes systematic orientation and training of evaluation personnel,

close supervision of all aspects of the evaluation, and checks for accuracy. It also involves a

secure filing system including rules and systematic procedures for accessing, reviewing, and

replacing files. Evaluators should maintain control of original information and results and, as

appropriate, make copies for use by coders and analysts. Often they should engage persons

who supplied information to review the information for accuracy (that is, member checks). It

is especially important to verify data entry for accuracy and to proofread data tables and other

renderings of evaluative information.

To summarize, Exhibit 22.7 shows a checklist of key ways to meet the requirements of the

Information Management standard.



Trim size: 7in x 9.25inStufflebeam c22.tex V2 - 08/06/2014 9:14am Page 540

540 CHAPTER 22–COLLECTING EVALUATIVE INFORMATION

Exhibit 22.7 INFORMATIONMANAGEMENT CHECKLIST

Checkpoints

Select information sources andprocedures that aremost likely tomeet the evaluation’s

needs in regard to accuracy and to be respected by the evaluation’s client group.

Ensure that the collection of information is systematic, replicable, adequately free of

mistakes, and well documented.

Establish and implement protocols for quality control of the collection, validation,

storage, and retrieval of evaluative information.

Document and maintain both the original and the processed versions of obtained

information.

Retain the original and analyzed information as long as authorized users need it.

Store the evaluative information in ways that prevent direct and indirect alterations,

distortion, destruction, or decay.

Program Evaluation Standards’ Key Themes Concerning Information
Collection

As seen in this section (and in Chapter 3), the evaluation field has developed a set of

strong standards to help evaluators obtain defensible information. We advise evaluators to

master and regularly apply professional standards for evaluations. The Joint Committee (1994,

2011) has provided many helpful references accompanying each of its standards. The seven

standards highlighted and elaborated here are especially helpful in fostering the collection of

sound information. A theme that runs through these standards is the necessity of employing

multiple information sources and multiple procedures. These are needed to cover the scope

of needed information and to provide checks and balances on individual procedures that, for

practical reasons, often cannot be fully validated. Counterbalancing the standards’ emphasis

on adequate scope of obtained information is the admonition that, for feasibility reasons,

evaluators must also set priorities to ensure that the most important information will be

collected. Also, most evaluations should be based on obtaining, analyzing, and synthesizing

qualitative and quantitative information. Another important theme in the section has been that

evaluators should document and report in detail their information collection procedures and

the strengths and weaknesses of the obtained information. As already noted, we recommend

that evaluators include such information in a technical appendix or separate technical report.

An Information Collection Framework

Table 22.1 offers a framework for planning an evaluation’s information collection component.

It is intended to help evaluators consider a comprehensive set of potential information needs

and a wide range of possibly relevant information collection procedures, and subsequently to
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Table 22.1 An Example Framework for Planning an Evaluation’s Information Collection Component

Areas of Information

Information
Collection
Procedure

Program
Context and
Recipient Needs

Program Plan
and Competing
Approaches

Program
Activities
and Costs

Program Reach
to Targeted
Recipients

Program
Outcomes

Program
Sustainability

Program
Transportability

Documents ✓ ✓ ✓ ✓ ✓ ✓
...................................................................................................................................................................................................
Literature review ✓
...................................................................................................................................................................................................
Interviews ✓ ✓ ✓ ✓ ✓ ✓
...................................................................................................................................................................................................
Traveling observers ✓
...................................................................................................................................................................................................
Site visits ✓ ✓ ✓
...................................................................................................................................................................................................
Surveys
...................................................................................................................................................................................................
Focus groups ✓ ✓ ✓
...................................................................................................................................................................................................
Hearings
...................................................................................................................................................................................................
Public forums
...................................................................................................................................................................................................
Observations ✓
...................................................................................................................................................................................................
Case studies ✓
...................................................................................................................................................................................................
Goal-free evaluation ✓
...................................................................................................................................................................................................
Knowledge tests ✓
...................................................................................................................................................................................................
Self-assessments

relate the two. Along the top of the table are seven areas of information needs drawn from

the context, input, process, and product (CIPP) model, which was presented in Chapter 13.

Arrayed down the vertical dimension are fourteen techniques that we and other evaluators

have found particularly useful in a wide range of evaluations. The check marks in the cells

illustrate how an overall information collection plan might be charted and summarized. Such

a summary is especially useful to assess the extent to which the plan provides for multiple

measures of each area of information and to communicate the overall scheme to the client.

The rows with blanks illustrate that not all procedures are necessarily relevant or needed in

particular studies.

Table 22.1 is intended for use in conceptualizing an overall master plan of information

collection. Subsequently, additional tables can be constructed to elaborate the information col-

lection plan. Evaluators can adapt the table by replacing its horizontal dimensionwith a timeline

to showwhich procedureswill be applied atwhich times. This analysis helps avoid collecting too

much information at any one time and also is an aid to scheduling information collection

activities. Table 22.2 is an illustration of this adaptation of Table 22.1.

Tables 22.1 and 22.2 summarize plans at the macro level and are useful especially for

communicating with clients. In addition, evaluators require plans at the micro level to guide

the specific work of information collection. Each information area should be broken out in

terms of specific information needs. Table 22.3 illustrates how this is done in relation to the

information area of program outcomes. In this table, the information area has been divided into
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Table 22.2 Illustrative Timeline for Applying an Evaluation’s Different Information Collection Procedures

Time Periods in the Evaluation

Information
Collection
Procedure

Period 1
(Start-Up and
Context
Evaluation)

Period 2
(Input
Evaluation)

Period 3
(Process
Evaluation and
Cost Analysis)

Period 4
(Process and
Impact
Evaluations)

Period 5
(Outcome
Evaluation)

Period 6
(Sustainability and
Transportability
Evaluations)

Period 7
(Final Report
Preparation
and Delivery)

Documents ✓ ✓ ✓ ✓ ✓ ✓
...................................................................................................................................................................................................
Literature review ✓
...................................................................................................................................................................................................
Interviews ✓ ✓ ✓ ✓ ✓
...................................................................................................................................................................................................
Traveling observers ✓ ✓
...................................................................................................................................................................................................
Site visits ✓ ✓ ✓
...................................................................................................................................................................................................
Surveys
...................................................................................................................................................................................................
Focus groups ✓ ✓
...................................................................................................................................................................................................
Hearings
...................................................................................................................................................................................................
Public forums
...................................................................................................................................................................................................
Observations ✓ ✓
...................................................................................................................................................................................................
Case studies ✓
...................................................................................................................................................................................................
Goal-free evaluation ✓ ✓
...................................................................................................................................................................................................
Knowledge tests ✓
...................................................................................................................................................................................................
Self-assessments

Table 22.3 Framework for Planning an Evaluation’s Information Collection Procedures

Information Collection Procedure Intended Effects Side Effects Cost-Effectiveness

Documents ✓ ✓
..................................................................................................................................................
Literature review
..................................................................................................................................................
Interviews ✓ ✓
..................................................................................................................................................
Traveling observers ✓
..................................................................................................................................................
Site visits
..................................................................................................................................................
Surveys
..................................................................................................................................................
Focus groups
..................................................................................................................................................
Hearings
..................................................................................................................................................
Public forums
..................................................................................................................................................
Observations
..................................................................................................................................................
Case studies ✓ ✓
..................................................................................................................................................
Goal-free evaluation ✓ ✓
..................................................................................................................................................
Knowledge tests ✓
..................................................................................................................................................
Self-assessments
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intended effects, side effects, and cost-effectiveness. Similar derivative tables can be constructed

for each area of information.

Useful Methods for Collecting Information

We have recommended that evaluators consider and selectively apply a variety of information

collection methods. These include qualitative and quantitative methods, and they are used

to obtain information from a wide range of sources. Such sources include existing records

and other printed material; relevant publications; and the full range of program stakeholders,

including especially the beneficiaries and program personnel, other interested parties, experts

with relevant expertise, and the evaluators. In this section we describe and comment on some

methods that we have found particularly useful in evaluations but that are not widely discussed

in the evaluation literature.

Document Retrieval and Review

As a general practice, it is wise to start the information collection process by identifying

and collecting relevant existing information for analysis. The practice of collecting and using

such information enhances both the scope of obtained information and efficiency in the

information collection process. Working from existing information can produce cost savings

for the evaluation.

This practicemayalso enhance accuracy, asmuchof the informationwill havebeenassessed

systematically and edited. Using existing information is considerate to respondents, because

an evaluator will not need to ask them to supply information that is already collected, sound,

and accessible. However, the use of existing information does not entirely limit evaluators’

questioning of stakeholders about that information. Evaluators often need stakeholders to

assist in verifying the accuracy of the information, cross-checking areas that may be in

conflict, and clearing up ambiguities. In selecting and using existing information, evaluators

should remember that it was obtained for purposes other than answering the questions of the

evaluation at hand, and should therefore ensure that the information is valid for its intended

use in the particular evaluation. As Table 22.2 has shown, the collection and analysis of existing

documents continues throughout the evaluation process.

Existing information of potential use in an evaluation may be of many types. Exhibit 22.8

provides a checklist of some of the files and documents that may be relevant in particular

studies. For convenience, we have grouped the items of information according to where they

are likely to be found. The left-hand column contains information that typically exists outside

the program and its home institution, and the right-hand column presents information more

likely to be present in the program or its home institution. In the case of an evaluation of a

national or state-level program, however, some of the information in the left-hand column

might be considered internal information. The main points of the exhibit are that evaluators

should consider a broad range of documents and files that may be responsive to evaluative

questions of interest, and then should use those that are found to be relevant and valid for the

intended use.
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Exhibit 22.8 CHECKLIST OF DOCUMENTS ANDOTHER INFORMATION OF

POTENTIAL USE IN AN EVALUATION

Often External to a Program Often Internal to a Program

Community demographic information Statistics on targeted participants

Census reports Needs assessment reports

Consumer reports Institutional mission statement

Journal articles Strategic plan

Almanacs Curricula

Encyclopedias Collective bargaining agreement

Magazines Institutional policies handbook

Laws and statutes Program proposal

Court records Program progress reports

Police reports Program evaluation reports

Real estate records Minutes of meetings

Chamber of commerce records Staff résumés

Accreditation standards Program budgets

State standards Program financial records

State achievement test reports Accounting reports

National achievement test reports Audit reports

Polls Log of visitors to the program

National survey reports Correspondence

State survey reports Local achievement test reports

Local survey reports School district attendance records

Newspaper articles School district graduation records

National data sets School district discipline records

State data sets Local survey reports

Congressional records Hospital charts

White house reports Immunization records

Government department reports College admission records

Professional society reports College graduation records

Health department reports Local data sets

Stock market indexes Accident reports

Internet sites Insurance records

Information clearinghouse documents Publicity releases

Other Other



Trim size: 7in x 9.25inStufflebeam c22.tex V2 - 08/06/2014 9:14am Page 545

USEFUL METHODS FOR COLLECTING INFORMATION 545

The most pertinent existing information is likely to be available at the program site.

In identifying and accessing this information, the evaluator should consult the client, and

together they should institute safeguards against violating the rights of anyone associated with

the information. Other relevant information may be found by conducting searches on the

Internet and visiting the local library, newspaper offices, government agencies, social service

organizations, and other organizations. The evaluator should plan and budget as required for

retrieving and assessing relevant existing information.

Literature Reviews

A special case of retrieving and analyzing existing information is the standard literature review,

as typically employed in doctoral dissertation research. Literature reviews have two particular

uses in evaluations. First, when planning an evaluation, an evaluator may obtain ideas and

instruments by identifying and examining the methods and tools used in similar evaluations.

Second, the evaluator can conduct a literature review of evaluation and research reports

to assist in answering one or more of the evaluation’s substantive questions. Conducting,

reporting on, and otherwise using literature reviews lend scholarly credibility to an evaluation

and also can save time and resources that would otherwise be devoted to devising instruments

or collecting information that would only duplicate previous efforts. Obviously the Internet is

a valuable source of information.

Each of the two types of literature review starts with a specific question. For example,

in the case of planning an evaluation, one might focus the literature review to determine

what procedures and instruments have been used to assess preschool children’s immunization

needs. In the case of answering a substantive question, one might seek national statistics on the

incidence of attention deficit/hyperactivity disorder (ADHD) among first- and second-grade

students. This could be part of the evaluation’s needs assessment.

To investigate either question, an evaluator might begin by doing an informal exploratory

search of the applicable literature, perhaps with the assistance of an expert consultant or

a librarian. Subsequently, the evaluator would need to define the search parameters. These

could include (1) documents published within a set time period; (2) reports only from doctoral

dissertations, specified refereed journals, and externally funded evaluations; and (3) documents

containing key words from the question being addressed. The evaluator would next use

an appropriate computer search engine to identify documents that meet the search criteria.

Subsequently he or shewould screen these to cull documents that do not address the question of

interest. Next, the evaluator would systematically review the remaining documents to identify

pertinent responses to the question of interest and evaluate the quality of those responses. The

results from this review would be studied to identify areas of agreement and contradiction. In

addition, the evaluator would scrutinize references in the documents carefully and obtain and

study additional relevant documents that were not in the original set. He or she could then

analyze and synthesize the obtained information and combine it with other information to

answer the question of interest.

In the case of the first example just given, the evaluator would use the information to

choose or develop methods and instruments for conducting the projected evaluation, paying
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special attention to validity and reliability evidence related to identified tools and methods.

In regard to the second example, the evaluator would use the literature review results to

assist in reporting the national incidence of ADHD in first- and second-grade children. Such

information could provide a valuable baseline against which to examine and interpret local

statistics on the disorder.

Interviews

Among the most useful evaluation methods is the interview. This procedure enables the

evaluator to obtain descriptive and judgmental information from a wide range of persons who

have important perspectives on a program, its setting, or its beneficiaries. Interviews may

be highly structured and inflexible, as in the case of many telephone interviews; relatively

unstructured and exploratory; or quite structured but flexible in their administration. They

may be conducted with individuals or groups, face-to-face or over a telephone. All of these

variations of interviews can be highly informative. What they have in common is a quest to

obtain valuable information for use in understanding and judging a program or other evaluand

or to obtain leads for pursuing additional information sources.

Whatever the type of interview, its effectiveness and fairness depend on a number of

common factors. The interview should be thought through in advance and well planned in

terms of the information being sought. The interview protocol should be drafted as clearly as

possible, critiqued by others, pilot-tested, and refined. Interviewees should be selected carefully,

though not necessarily to represent a population. Depending on the purpose of the interviews,

intervieweesmay be chosen based on random, purposive, or snowball sampling.When possible,

they should be contacted in advance to request their agreement to participate. They should be

informed of the evaluation’s purpose and the roles of interviewee and interviewer. They should

also be informed of the amount of time for the interview. In our experience, most interviews

should consume fifty minutes or less. Interviewees should be informed whether their responses

will be anonymous or kept in confidence. If not, the evaluator should either obtain written

permission to associate responses with the particular respondent or not proceed further with

that interviewee. If the evaluator desires to tape-record the interview, he or she should so

inform the interviewee and obtainwritten permission. If the interviewee declines this condition,

the evaluator should agree to use paper and pencil to document interviewee responses. As

appropriate, evaluators also should consult prospective interviewees about when and where

the interview should be conducted. In some of our evaluations, interviewees preferred to be

interviewed at home. This approach can have the advantage of observing the interviewee in his

or her home environment, but it is also subject to distractions.We have sometimes experienced

children running about, telephone interruptions, a television playing in an adjoining room,

visitors arriving to observe, and a chain saw roaring just outside the house. In general, we

prefer a neutral, quiet site for conducting face-to-face interviews; nevertheless, there can be

good reasons to conduct an interview in an interviewee’s home or some other setting.

When the interviewee agrees to participate, the interview should be scheduled at a time

that is convenient for him or her, which in some cases could be immediately. Prior to an

interview scheduled for a future time, it is prudent to telephone the interviewee or send him



Trim size: 7in x 9.25inStufflebeam c22.tex V2 - 08/06/2014 9:14am Page 547

USEFUL METHODS FOR COLLECTING INFORMATION 547

or her a note with a reminder of the approaching interview, as many doctors and dentists do

to help prevent no-shows.

It is important to establish rapportwith the interviewee at the outset. The interviewermight

review the interview’s purpose, indicate that the interviewee is deemed to possess a valuable

perspective on the subject program or other evaluand, review the prior agreements under

which the interview will be conducted, state appreciation for the interviewee’s participation,

reiterate how much time the interview will require, and invite and respond to any questions

from the interviewee. Usually this initial orientation and exchange are sufficient to establish

rapport for a productive interview.

As already mentioned, when the interviewer proceeds to conduct the interview, there

should be some means of recording the interviewee’s responses. The interviewer might check

multiple-choice options on the interview protocol as the interview proceeds (especially in the

case of a telephone interview), write out the interviewee’s responses, or tape-record the session

if prior permission has been obtained from the interviewee. When feasible, it can be especially

productive to have two members of an interview team present. One conducts the interview,

and the other keeps notes and, as appropriate, interjects with follow-up questions, especially

when responses were not clear. In successive interviews, the interviewers can intermittently

exchange interviewing and note-taking roles. As an interview proceeds, the interviewer (or

interviewers) should, as needed, ask the interviewee to clarify or elaborate on unclear or

incomplete responses. At the end of the interview, it is a good idea to invite the interviewee

to add any information she or he views as important. Finally, the interviewer should thank the

interviewee for her or his valuable contribution to the study.

Following an interview, it is important to review the written record of the responses as

soon as possible, while the memory of the session is fresh. Because a written record of the

interview is likely to be cryptic, this is the time to add details that one remembers but did not

write down. Clearly this point has implications for scheduling when multiple interviews are

involved. If possible, the evaluator should schedule time following each interview to scrutinize

the results and flesh out the record. This activity may not be necessary if the full interview

session was tape-recorded. In that event, the tape should be transcribed for review and analysis.

The preceding discussion is intended to apply generally to all types of interviews. However,

different types have some unique requirements worth mentioning:

• Telephone interviews. Typically multiple interviewers conduct the interviews over the

telephone and code responses as they are received. The interviews must be administered

according to a standardprotocol,whichneeds tobe scripted carefully so that all interviewers

will obtain comparable data that can be aggregated and analyzed. The interviewers should

be thoroughly trained, calibrated, and supervised. Usually the interviewees in telephone

interviews are selected randomly or systematically to ensure that they are representative

of a population of interest. An advantage of tightly scripted telephone interviews is that

they are quite amenable to scoring, aggregation, and statistical analysis. A disadvantage is

that they are not sufficiently open ended and flexible to obtain in-depth information that

capitalizes on the idiosyncratic insights of different respondents.
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• Semistructured, flexible interviews. These interviews are much harder to summarize,

aggregate, and subject to statistical analysis than telephone interviews. Nevertheless, they

can yield invaluable qualitative information, and their results are amenable to qualitative

analysis and identification of important themes. In using this approach, the evaluator

usually wants to gain insights into the strengths and weaknesses of a program from a wide

range of perspectives. At the outset, he or she may have in mind a set of questions and

personswho could answer them.However, toomuch structuremight prevent the evaluator

from obtaining a rich set of insights from parties other than those on the initial list of

interviewees. Such respondents might identify key issues in a program that the evaluator

has not thought to investigate previously. Thus, the evaluator might start by contacting

a few known stakeholders. In the initial interview with each respondent, the evaluator

might ask the respondent to identify and discuss what he or she considers to be the most

important issues in the subject program. Near the end of the session, the interviewer would

ask the interviewee to identify anyone who might have additional insights into the issues

discussed. Subsequently, the evaluator would follow up the obtained leads and contact the

identified persons. These new contacts also would be asked to identify issues and other

persons who could shed light on them. From interview to interview, the evaluator would

review and keep a record of what is being learned. At the end of the process, he or she

would have a rich set of information to examine, analyze, and synthesize. In this approach,

the evaluator employs snowball sampling to choose interviewees.

• Structured but flexibly administered interviews. In this approach, the evaluator prepares

a structured set of questions, which if possible will fit on a single sheet of paper. The

interviewer might provide the interviewee with a copy of the interview questions as an

agenda and a heuristic. The interviewer then starts the process by asking the first question.

As the interviewee responds, he or she may expand beyond stated questions and begin

to answer other questions further down the list. As long as responses are relevant to the

established questions, the interviewer allows the respondent to move through them in any

sequence that helps him or her get the message across. In this approach, the interviewer

is concerned with obtaining in-depth, coherent responses to all the questions, but is not

concerned about the sequence of responses. In some cases, the evaluator might not employ

a printed list of the questions, instead holding the set of questions in her or his mind.

Here, a skillful interviewer asks a question to start the interview and then engages in a

free-flowing discussion with the interviewee. The evaluator mentally keeps track of the

extent to which all the questions are being addressed in whatever sequence and steers the

discussion to make sure that all questions are answered. In this approach, it is desirable

that the session be tape-recorded. Alternatively, if tape-recording is not agreed to in an

interview of this type, we have found it advantageous to have two interviewers in the

interview session: one to administer the questions and the other to keep detailed notes and

ask follow-up questions.

Interviewing is one of the most pervasive, adaptable, and valuable procedures for gathering

evaluative information. Although there are alternative acceptable approaches to interviewing,
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all forms of the procedure should be applied with careful planning and rigor. For additional

information about interviewing methods, see Gubrium and Holstein (2001), Kvale (1996), and

Seidman (2006).

Focus Groups

Avariation of the interview is the focus group procedure, a group interview approach developed

in the consumer research field and widely used during the 1950s and 1960s. The technique has

since been adapted and applied for several different purposes. After (or preceding) elections,

focus groups often are seen on television, with a moderator engaging voters or likely voters to

discuss election issues or results. Evaluators frequently use the technique to obtain and analyze

the views of stakeholders concerning the merit and worth of a subject program or pertaining

to given evaluation questions.

Originally researchers employed this technique to engage a sample of consumers to judge

a consumer product or service. As part of the usual procedure, researchers recruited about

a dozen consumers—usually in a typical community—and interviewed them as a group to

hear their individual and collective judgments of a product or service they had tried. The

interviews would last up to two hours and focus on questions of particular interest to those

who developed and marketed the product or service. In starting the session, the moderator

would stipulate that each person’s perception was important, that there were no right or wrong

answers, that participants should feel free to agree or disagree, and that they should probe each

other’s responses in the interest of providing in-depth understanding and revealing key areas of

agreement and disagreement. Especially, the focus group members were asked to be advocates

for the potential consumers of the subject product or service. Accordingly, they were expected

to send a message to developers concerning what people like them needed and expected of

the product or service and what they saw as good and bad about the one they had tried. The

moderator’s responsibilities were to draw all panelists into the ensuing discussion of each

question, keep the interview moving, ask follow-up questions to promote clear and in-depth

responses, and prevent any one member from dominating the discussion. An observer would

make a written record of the interchange, and the session would probably be tape-recorded

or videotaped. The investigator subsequently would analyze the focus group record to identify

areas of agreement and disagreement and discern important themes. The target audience of

developers and marketers would use the focus group findings along with other information to

make decisions related to modifying, packaging, advertising, and selling the subject product

or service.

The evaluation field adapted and began using the focus group technique in the 1970s, when

evaluators had begun to expand their methods into the realm of qualitative approaches. In

the early stages of this movement, evaluators mainly borrowed qualitative methods from other

fields, including jurisprudence, sociology, psychology, ethnography, and consumer research.

In the focus group procedure, evaluators found a ready-made tool for systematically obtaining

multiple perspectives on given evaluation questions. This technique provided some of the

benefits found in individual interviews and provided insights based on the interplay among
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multiple respondents during a single session. It is noteworthy that an evaluation might

employ multiple focus groups—for example, one for staff, one for beneficiaries, one for policy

board members, and one for subject matter experts. Generally the membership of each focus

group should be homogeneous.

Evaluators have tended to stay true to the original intent and procedures of focus groups

but also have made some changes in the technique. Drawing from our experience in using the

technique, we offer the following recommendations for selecting and engaging focus groups to

help evaluate programs:

1. Determine a homogeneous class of potential members of the focus group.

2. Stipulate the issue that the focus group will address.

3. Determine a sequence of questions designed to move the group’s discussion toward the

issue of interest.

4. Select seven to tenmembers to participate; they should share a common perspective, such

as that of beneficiary, but otherwise should reflect the diversity of the larger group that

shares their perspective in regard to gender, age, education, ethnicity, and other matters.

5. Allot one to two hours for the session.

6. Hold the meeting in a setting that is comfortable, free from distractions, and conducive

to discussion. It might be a round table or a circle of easy chairs in a quiet room.

7. Make a record of the group discussion using a tape recorder, video recorder, or written

notes.

8. Provide all members of the group with a common orientation to the meeting’s objectives,

the agenda of questions, relevant background information, meeting structure, the role

they will play, and the time allotted for the session.

9. Stress that each person’s perception is important, that participants should feel free to

agree or disagree, and that they should probe each other’s responses in the interest of

providing in-depth understanding and revealing key differences of opinion.

10. Conduct the session within a permissive, nonthreatening atmosphere.

11. Skillfully keep the discussion focused on the meeting’s objectives; move the conversation

through the agenda of questions; ask follow-up questions to promote clear, in-depth

responses; and prevent any one member from dominating.

12. Ensure that all groupmembers are given the opportunity to participate and are encouraged

to do so.

13. In concluding the session, invite each member to state what he or she judges to be the

one or two most important points made during the session.

14. Thank everyone for participating, and adjourn the meeting.

15. Following the meeting, prepare a transcript of the exchange from meeting notes or

recordings, for example.

16. Analyze the focus group record to identify areas of agreement and disagreement and to

discern important themes.
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Traveling Observers and Resident Researchers

The traveling observer (TO) technique, developed at the Western Michigan University

Evaluation Center, involves the training and assignment of a field researcher to conduct

preliminary investigations in advance of subsequent primary evaluations by a panel of experts.

Typically, the TO travels from site to site to contact and develop rapport with data providers,

collect preliminary information, and work out a plan for a follow-up site visit team. The

TO next provides the site visit team with orientation and training prior to its site visits and

may support the team during its on-site investigations. Usually the TO is a relatively junior

investigator, with members of the follow-up team being more senior. Often the TO spends

considerably more days in gathering preliminary data than the follow-up site visit team will

spend. The TO usually is compensated at a considerably lower rate than are members of the

site visit team. Thus, an advantage of the technique is that it saves money for a sizable part of

the needed field research.

A variation of the technique is the resident researcher technique, which essentially is the

application of the TO approach at a single site. (The TO technique is described more fully in

Chapter 13.)

Advocate Teams Technique

The advocate teams technique was developed at the Evaluation Center when it was located at

TheOhio StateUniversity. Itwas created and applied in 1969 tohelp theTexas-basedSouthwest

Regional Educational Laboratory identify and assess alternative strategies for serving the acute

education needs of migrant children. This technique was created because the methodology of

evaluation lacked procedures for identifying and assessing competing strategies for addressing

high-priority needs and problems.

The advocate teams technique has five main steps. The first is to stipulate a target group

of beneficiaries and identify objectives to be achieved in meeting this group’s assessed needs.

The second step is to create alternative strategies for achieving the stipulated objectives. The

evaluator establishes two or more advocate teams, and each team is provided with the subject

objectives, pertinent needs assessment information, criteria for assessing possible program

strategies, and a structure for writing up a proposed program strategy. Next, each advocate

team studies the needs assessment data and pertinent literature, brainstorms toward inventing

an appropriate program strategy, and writes up its proposed program strategy. In the fourth

step, an independent panel evaluates the advocate teams’ proposals against the predetermined

criteria and ranks them on overall merit. The client then chooses a strategy for implementation

or may assign a convergence team to merge the best features of the competing plans into a

hybrid plan. The technique is keyed directly to a decision-making group’s desire for creative

solutions to high-priority needs and problems. (Additional information about this technique

appears in Chapter 13.)

Additional Techniques

In addition to the techniques reviewed here, we recommend that evaluators be resourceful

in searching broadly for techniques that will address the information needs of their studies
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effectively. Some of these techniques, or approaches, are discussed in other chapters in this

book, including the Success Case Method (Chapter 6), case study evaluation (Chapter 12),

and goal-free evaluation (Chapter 14). Others, such as questionnaires and rating scales, data

mining, needs assessment, visual methodologies, cost analysis, and ethnography, are treated

in a wide range of research and evaluation methodology textbooks (for example, Bickman &

Rog, 2009; Davidson, 2005; Fitzpatrick, Sanders, & Worthen, 2011; Margolis & Pauwels, 2011;

Rossi, Lipsey, & Freeman, 2004; Wiersma & Jurs, 2009).

Summary

The collection of sound information is essential to the success of any program evaluation.

Evaluators must obtain a sufficient range and depth of appropriate and reliable information if

they are to reach valid conclusions about a program’s merit and worth. The Joint Committee

(1994, 2011) has provided authoritative, useful advice for carrying out sound processes

of information collection, and evaluators are advised to master and regularly apply the

committee’s programevaluation standards.Useof these standards canbehelpful indetermining

what information to collect, upholding the rights of human subjects, studying a program’s

context, fully describing program operations, using appropriate sampling methods, checking

and enhancing the reliability of evidence, validating instruments, and maintaining the integrity

of obtained information. Because of the practical constraints in almost all program evaluations,

evaluators often have to apply less-than-perfect instruments and procedures. They are advised

to employmultiplemethods to allow for cross-checks in their search for consistent findings and

also to report the limitations of the information they obtain. Evaluators should plan their data

collection efforts to fulfill the study’s information requirements and also to uphold the rights

of respondents and not impose undue burdens on program participants. Finally, the research

and evaluation fields have produced a wide range of information collection techniques, and

evaluators are advised to make good, selective use of the available information collection tools

and strategies—both quantitative and qualitative.

REVIEWQUESTIONS

1. The validity of evaluative conclusions depends heavily on the adequacy of the information

used to reach those conclusions. In general, what requirements should be met by the

information that an evaluator uses to judge a program’s merit and worth?

2. This chapter has discussed the relevance of certain Joint Committee standards for guiding

and assessing the collection of information in an evaluation. Explain the relevance of each

of the following standards to the information collection task: Relevant Information,Human

Rights and Respect, Explicit Program and Context Descriptions, Defensible Information

Sources, Reliable Information, Valid Information, and Information Management.
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3. Why is it misleading or even incorrect to state that a given evaluation instrument is valid?

4. Distinguish between the terms valid information and reliable information, and explain why

validity is dependent on reliability.

5. What is the basis of the recommendation that evaluators often should employ multiple

methods of information collection?

6. List steps you would follow to validate a data collection instrument to be used in a

particular evaluation.

7. What are the main benefits and also some of the hazards of obtaining and studying

existing information as a partial basis for judging a program?

8. What is the role of the literature review in program evaluations?

9. What is the traveling observer technique? How is it used in program evaluations? What

are some advantages of employing this technique in a program evaluation?

10. What is the focus group procedure, and what are its uses in program evaluations?

Group Exercises

Exercise 1

Define each of the following techniques, and then develop an example of how you might

beneficially apply each of the techniques in an evaluation: simple random sampling, stratified

random sampling, purposive sampling, snowball sampling, and studying an entire population.

Exercise 2

Develop an illustrative case showing the relevance of and steps involved in applying the

advocate teams technique.

Exercise 3

Develop a checklist of points to observe in planning and conducting sound interviews of a

program’s beneficiaries.

Exercise 4

A small county hospital had been in the news for all the wrong reasons: two forced resignations

of chief administratorswithin thepast three years, high staff turnoverbasedonwhat appear tobe

legitimate grievances, an evident shortage of funds to meet some basic medical requirements,

and a series of minor scandals involving medical and nursing staff. This sad chronicle of

events was capped by the death of two patients resulting from salmonella contamination

in the hospital’s kitchen. County taxpayers, the hospital’s stakeholders, could endure these
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catastrophes no further. They called a special general meeting that forced the hospital board

to initiate immediate evaluation of the institution’s procedures, finances, culture (including

its effectiveness as a health care provider), and future viability for the community. The board

issued a general request for proposal (RFP), part of which required implementation of the focus

group procedure to obtain stakeholder input.

Your group has decided to respond to this RFP. Your assignment in this exercise is to

answer convincingly the following questions concerning the focus group component:

1. What perspectives would be important to seek out in choosing the members of the focus

group? Justify your response.

2. How many persons would you include in the group, and why?

3. In selecting the members of the focus group, what sampling procedure would you use,

and why?

4. What roles would evaluators need to take on to conduct the focus group? What

responsibilities would you assign to the evaluator in each role? Justify your answers.

5. Outline the main questions to be addressed in the focus group session. Justify your

response.

6. To what extent would you follow a strict agenda, as opposed to allowing a totally

free-flowing discussion? Justify your answer.

7. Outline an agenda for this session. Justify your plan.

8. How much time would you allow for conducting the session? Justify your response.

9. Outline the contents of your projected report of the focus group session, and justify your

plan for this part of the overall evaluation report.

10. List criteria for assessing the focus group segment of the proposed evaluation, and justify

these criteria.

Conclude this group exercise by having each groupmember briefly state a known situation

in which the focus group procedure would be appropriate for use in collecting evaluative

information.
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CHAPTER 23

ANALYZING AND SYNTHESIZING INFORMATION

LEARNING OBJECTIVES

In this chapter you will learn

about the following:

• The rationale for conclusion-oriented

evaluation

• A general orientation to and principles

for analyzing and synthesizing

information

• Definitions and examples of

descriptive, relational, and causal

questions

• The quantitative analysis process and

a range of associated techniques

• Software packages for analyzing data

• Definitions of and threats to internal

and external validity

• The concepts of statistical hypothesis

testing, Type I and Type II errors, and

confidence intervals

• Determining practical significance

through calculations of effect sizes

• The role, nature, process, and

procedures of qualitative analysis

• The process of and special procedures

for synthesizing quantitative and

qualitative information

• Bottom-line steps in producing

justified conclusions

The objectives of collecting information in an evaluation

are to provide an evidentiary basis for answering priority

questions and to allow the evaluator ultimately to judge the

program or other object of interest. To finalize an evalua-

tion, the evaluator needs to proceed beyond the collection

of information andwork through the subsequent processes

of analyzing and synthesizing the obtained quantitative

and qualitative information and ultimately reporting and

supporting use of the findings.

This chapter presents practical advice on the analy-

sis and synthesis tasks. By analysis, we mean identifying

and assessing the constituent elements of each set of

obtained information and their interrelationships to clarify

the information’s dependability and meaning for answer-

ing particular questions. By synthesis, we mean combining

analysis findings across information collection procedures

and devices to discern their validity and aggregate mean-

ing for answering the audience’s questions and judging the

value of the object of interest. For purposes of explanation

and illustration, analysis and synthesis are presented in this

chapter as independent stages in the evaluation process.

In reality, these processes are dependent on and part of

the other evaluation processes—design and preparation,

collection of information, and reporting—and should be

considered and planned for throughout the entire evalu-

ation process. We have organized our discussion in this

chapter in terms of quantitative analysis, qualitative analy-

sis, and justified conclusions. We have grounded much of

this presentation in writings on analysis and synthesis by

the Joint Committee on Standards for Educational Evalua-

tion (1994, 2011). Because we have judged the1994 edition

of the Joint Committee’s ProgramEvaluation Standards to
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include valuable, focused guidance on analysis and synthesis that is not as well covered in the

2011 edition, we have elected in this chapter to draw ideas from both editions, in the interest

of offering concrete, practical advice.

General Orientation to Analyzing and
Synthesizing Information

We believe that evaluations should include divergent as well as convergent stages and typically,

but not always, culminate in bottom-line conclusions. Thus, most evaluations should not end

on a note of multiple or conflicting answers and interpretations. Summative evaluations that

leave conclusions to the eye of the beholder mainly add to confusion and controversy. Open-

ended evaluation findings often baffle audiences and leave clients and sponsors wondering why

they commissioned and funded the summative evaluation in the first place. Our position is that

evaluators initially should search out multiple findings and interpretations (in the evaluation’s

divergent stage) but subsequently work toward delivering the best answers they can find (in

the convergent stage). They should justify their conclusions by documenting the assumptions,

rules, and procedures used to analyze and synthesize information. In addition, they should

buttress their conclusions with appropriate caveats concerning any deficiencies in the obtained

information and possible disagreements about value bases for interpretation. Exceptions

to summative evaluations are studies commissioned mainly to provide ongoing formative

feedback that are not necessarily expected to result in a final summative evaluation report. In

regard to summative evaluations that end by noting that conclusions are open to the readers’

interpretations and that theymight justifiably judge the assessed program as either good or bad,

we identify with an expression attributed to President Harry S. Truman. It went something like

this: “I am tired of hearing economists conclude that, on the one hand, the economic outlook

is such and such, but, on the other hand, it is very different.” Truman reportedly commented

further that he was seeking a one-handed economist—one with willingness and competence to

determine and commit to a particular interpretation of the available evidence. In regard to an

evaluator’s risk of possiblymaking a wrong interpretation, we think another Truman saying has

relevance: “If you can’t stand the heat, get out of the kitchen.” Evaluators who seek and present

firm conclusions often face opposition and criticism and sometimes arewrong.However, if they

ground their conclusions in systematic analysis and synthesis of a sufficient set of appropriate

evidence and report appropriate caveats, we think they will be correct farmore often than those

who fail to practice systematic, conclusion-oriented evaluation and will be instrumental in

helping their audiences make sound decisions and improve programs. Systematic evaluation is

not and never will be an exact science, but it is an invaluable guide to progress. Evaluators who

are steadfastly afraid of being wrong and consequently equivocate or exercise undue caution
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probably should seek other worthwhile work that may involve less ambiguity and risk-taking,

such as bookkeeping, proofreading, watch repair, or financial auditing.

Principles for Analyzing and Synthesizing Information

The tradition of evaluation is focused heavily on relatively simplemethods of analysis, especially

descriptive statistics and tests of statistical significance. Such techniques have been employed to

characterize groups and their program-related experiences and outcomes, examine and judge

the significance of changes in various indexes over time, contrast and judge the significance

of the outcomes of competing programs, identify and assess relationships between variables,

and extrapolate findings to predict future outcomes. Beyond statistical analysis, methodologists

have advanced procedures for qualitative analysis and final synthesis of findings. Moreover,

the art and science of combining quantitative and qualitative methods of data gathering,

analyzing, and synthesizing have progressed remarkably in the past two decades. Mixed-

method evaluation designs are increasingly employed rather than distinctive quantitative or

qualitative designs. In this book we have consistently advocated a broad range of methods

to develop a foundation of factual evidence to begin responding to clients’ questions. Such

procedures are the essence of the divergent phase. Usingmixed-method approaches, evaluators

may well give greater emphasis to quantitative rather than qualitative procedures, or vice versa,

depending on the kind and quality of information that will give validity to responses to

evaluation questions, and ultimately to reporting and decision making.

Qualitative analysis techniques are needed to mine and interpret the meaning of such

information as testimony, interviews, news accounts, and photographic records. Synthesis

techniques are required to converge information from a wide range of quantitative and

qualitative analyses into bottom-line judgments; these techniques include the synthesis of

facts and values (fact-value synthesis) as well as the synthesis of multiple values (value-value

synthesis; see also Coryn, 2007a; Davidson, 2005; Scriven, 2007). Evaluators need to develop

facility in selecting and employing procedures for quantitative and qualitative analysis and

synthesis to answer the questions of their audiences and reach defensible conclusions about

the value of programs or other objects of evaluations. Apt summaries of analysis and synthesis

concepts are found in the Joint Committee’s 1994 Qualitative Analysis and Quantitative

Analysis standards, and in the 2011 Sound Designs and Analyses and Justified Conclusions and

Decisions standards. These standards provide a good foundation for discussing the principles

and procedures of analysis and synthesis.

The Sound Designs and Analyses standard states: “Evaluations should employ technically

adequate designs and analysis that are appropriate for the evaluation purposes” (Joint Com-

mittee, 2011, p. 201). The checklist in Exhibit 23.1 identifies actions of use in meeting the

requirements of this standard.
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Exhibit 23.1 SOUNDDESIGNS AND ANALYSES CHECKLIST

Checkpoints

Create or select a logical framework that provides a sound basis for studying the

subject program, answering the evaluation’s questions, and judging the program and its

components.

Plan to access pertinent information sources and to collect relevant, high-quality

quantitative and qualitative information in order to answer the evaluation’s questions and

judge the program’s value.

Delineate the many specific details required to collect, analyze, and report the needed

information.

Develop specific plans for analyzing obtained information, including clarifying needed

assumptions, checking and correcting data and information, aggregating data, and check-

ing for statistical significance of observed changes or differences in program recipients’

performance.

Buttress the conceptual framework and technical evaluation design with concrete

plans for staffing, funding, scheduling, documenting, and metaevaluating the evaluation

work.

Plan specific procedures to avert and check for threats to reaching defensible conclu-

sions, including analysis of factors of contextual complexity, examination of the sufficiency

and validity of obtained information, checking on the plausibility of assumptions underly-

ing the evaluation design, and assessment of the plausibility of alternative interpretations

and conclusions.

Analysis of Quantitative Information

The Quantitative Analysis standard, from the Joint Committee’s 1994 edition of The Program

Evaluation Standards, states, “Quantitative information in an evaluation should be appropri-

ately and systematically analyzed so that evaluation questions are effectively answered” (p. 165).

Evaluations may encompass a wide range of quantitative information. Examples include

age, height, and weight; duration, funding level, expense reports, and ratings of the subject

program or other object of the evaluation; and indicators of program outcomes, such as

blood pressure readings, weight gain or loss, scores on attitude inventories, number of school

years completed, achievement test scores, annual income, and number of traffic violations.

When such data are involved, evaluators should employ systematic, rigorous, relevant, and

appropriate methods of quantitative analysis. Evaluators should keep in mind, however, that

not all evaluations require quantitative analysis.
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Most quantitative analyses are used to investigate one or more of three general types of

questions:

• Descriptive questions. Descriptive questions are the most rudimentary questions that

evaluators seek to answer. Answering such questions involves the simple account of a

set of observations concerning a set of variables of interest. Few questions of interest to

evaluators are exclusively descriptive.

• Relational questions. Relational questions are among the most common questions of

concern to evaluators. They involve basic assumptions, such as whether a relationship

between two or more phenomena exists at all. More often than not such questions are

concerned not only with whether a relationship exists between two or more variables but

more specifically with the direction and magnitude of covariation.

• Causal questions. Causal questions are concerned with whether or how one or more

independent variables affect one or more dependent variables. Causal questions can

be relatively simple (causal description) or more sophisticated (causal explanation). In

general, descriptive causal questions are those with which evaluators inquire as to whether

consequences attributable to varying an independent variable can be established, whereas

questions about causal explanation are those with which evaluators seek to identify the

mechanisms through which, and the conditions under which, causal relationships hold.

Put simply, to describe involves representing or giving an account of something. An

evaluatormight simply be interested in describing how a state’s justice system handles juveniles

who commit violent crimes. Are they incarcerated? Are they sentenced to public service? Or

are they handled in some other way? An answer to any one of these questions would constitute

a description. Although descriptive research sometimes is dismissed as overly simplistic, such

inquiry is fundamental to sound evaluations and sometimes can inform public policy decisions,

it has added immeasurably to basic knowledge claims, and it often forms the basis for inves-

tigating relational and causal questions. For example, descriptive investigations into juveniles

and the justice system might raise questions about who is sentenced and to what degree.

The same evaluator in the example just given might then try to determine whether

incarceration or public service is related to future behaviors of violent juvenile offenders—for

example, by investigating whether there is a relationship between incarceration and the

likelihood of committing violent crimes after release, and if such a relationship exists,

determining the direction and magnitude of that relationship. That is, does a relationship

between sentencing and future violent acts exist? Do the two vary together? Here, the evaluator

simply is interested only in establishing the existence of a relationship rather than inferring

that the observed relationship is causal, which requires meeting additional assumptions.

Evaluators also sometimes attempt to explain some aspect of human action and interaction,

and the social world, through their research. To explain is to give the reason for or cause of

a relationship between two or more variables. In this case, the same evaluator might seek to
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explain why some juveniles aremore likely to commit violent crimes than others. Such explana-

tions can be very general (causal description) or very specific (causal explanation). One general

hypothesis might be that juveniles commit violent crimes because their parents hit, slapped, or

spanked them as children. Or, more specifically, the evaluator might hypothesize that, through

a complex process of social learning, juveniles whose parents (or other caretakers) model

violent behaviors first internalize the observed behaviors, then themselves perform the same

behaviors, and, through a contingency process of reinforcement, commit increasingly violent

acts in adolescence. Continuing the example, then, a simple causal description (examining the

whole rather than its constituent parts) might be that juvenile offenders who are sentenced to

public service are less likely than those sentenced to incarceration to commit future acts of

violence. In this case, the evaluator is interested only in whether sentencing to public service

can be causally associated with decreased future acts of violent crime, as contrasted with the

results of sentencing to incarceration. That is, does one condition cause another? The evaluator

may also inquire into more specific explanations for the causal effect. For instance, does public

service cause changes in empathy toward others, which in turn reduces the likelihood of

committing a violent crime? Here the question is whether the relationship between public

service and the reduced incidence of violent crime is explained by empathy. Evaluators studying

such questions seek to determine how rather than when effects will occur by accounting for

the relationship between two variables using one or more additional variables.

The general concepts of causal description and causal explanation (which also apply to

relational types of questions and provide information that simply describes relationships) are

conceptually illustrated in Figure 23.1 using the random variables X, Y, and Z. In 23.1 A, the

effect of variable X on variable Z is direct (X → Z), whereas in 23.1 B, the effect of X on Z

is mediated through Y (X → Y → Z). In 23.1C, the effect of X on Z is both direct (X → Z)

and indirect (X → Y → Z). To illustrate, in case 23.1 A, Z is assumed to covary with X. That

is, to what degree (and in what direction) does incarceration or public service (X) predict, or

account for, the likelihood of committing violent crimes after release (Z)? In the second case,

23.1 B, does sentencing to public service versus incarceration (X) cause changes in empathy

(Y) toward others, which in turn reduces the likelihood of committing violent crimes (Z)?

In the third case, 23.1 C, does sentencing to public service versus incarceration (X) directly

cause changes in empathy (Y) toward others, which in turn (indirectly through Y) reduces

the likelihood of committing violent crimes (Z), or does X directly cause Z in the (presumed)

absence or presence of Y?

As shown in Figure 23.2, such relationships also can be described in terms of whether they

moderate (23.2 A) and/or mediate (23.2 B) one another (Baron & Kenny, 1986). In 23.2 A, the

effect of X on Z is moderated by A. That is, Z (ignoring Y in 23.2 B) varies as a function of the A

× B interaction. Here, if A is gender (male or female), the effect (Z) differs over different levels

of A (gender). That is, the likelihood of recidivism (reincarceration) is different over different

levels of gender—Z varies over A. Hypothetically, then, the effect of Z could be greater (or

less) for females (one level of A) than for males (the other level of A). In the mediator model

(23.2 B), if empathy (Y) explains recidivism (Z), then the indirect effect from X to Y (path A)

through Y to Z (path B), combined, should be greater than zero, whereas path C (X→Z) should
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Figure 23.1 Conceptual Illustration of Causal Description and Causal Explanation
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Figure 23.2 Conceptual Illustration of Moderating and Mediating Relationships
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statistically equal zero if the effect was truly through Y. Both are causal explanations given

that they explain causal relationships between one or more independent variables and one or

more dependent variables. Not all evaluations require causal explanation, however, and Scriven

(1994c) has argued strongly that the role of evaluators is only to determine whether programs

work, not to explain how they work.

Notably, most causal reasoning in the social sciences, and evaluation, is probabilistic rather

than deterministic. In other words, reasoning in the social sciences and evaluation is not

based on general laws or principles—such as the law of gravitational fields used in many of

the physical sciences that describes the relationship between force and mass and that has

been used in classical mechanics as well as quantum physics. Returning to our example, an

evaluator might reasonably assume, based on previous studies, that being female decreases

the probability of recidivism following sentencing to public service instead of incarceration,

rather than positing that being female always and invariably decreases recidivism following

sentencing to public service. Evaluators typically deal in statistical probabilities concerning the

likelihood of predictable outcomes rather than in absolutes (such as, an apple always falls to

the ground once it drops from a tree due to gravitational forces).

Quantitative Analysis Techniques

Evaluators may choose from a wide range of analysis techniques to examine and interpret

quantitative information. These techniques include the following, among others: frequency

counts; percentages; histograms; pie charts; trend lines; means and medians; variances and

standard deviations; correlations; coefficients of contingency; multiple regression; t-tests; chi-

square tests; tests of concordance; analysis of variance; multiple analysis of variance; analysis of

covariance; a posteriori significance tests; Delphi techniques and Q-sorts; gain score analysis;

value-added analysis; cost analysis; trend analysis; time-series analysis; pattern analysis; cluster

analysis; effect parameter analysis; factor analysis; hierarchical linear modeling, structural

equationmodeling; discriminant function analysis; conceptmapping;multidimensional scaling;

meta-analysis; and norm-referenced, criterion-referenced, objective-referenced, and domain-

referenced approaches to analyzing achievement test or other scores. Information on such

techniques is readily available in a wide range of textbooks on statistics and research methods.

Some examples are Goldstein (1987); Hinkle, Wiersma, and Jurs (2003); Hopkins and Glass

(1978); Jaeger (1990); Kerlinger (1986); Raudenbush and Bryk (2002); Thompson (2006);

Wiersma and Jurs (2005); and Winer (1962). Applications of complex quantitative analysis

techniques are facilitated by the use of computers and applicable software. Among the

many available statistical packages are Mplus, R, Stata, Statistical Analysis System (SAS), and

Statistical Package for the Social Sciences (SPSS). Table 23.1 contains a basic comparison of the

major features of these statistical software packages. In the table, the plus signs (from one to

five) represent the strengths of each statistical software package relative to the others included

in the table. The versatility feature refers to the ability of the statistical software package to

perform different types of analysis.

Evaluators must not merely apply their favorite technique and should not allow familiarity

with certain techniques and easy access to certain computer programs to dictate the analysis
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Table 23.1 Comparison of Statistical Software Packages

Feature Mplus R Stata SAS SPSS

Cost for the base package $695 Free $1,195 $8,500 $5,120
...................................................................................................................................................................................................
Platforms Windows, Mac,

or Linux

Windows, Mac,

Unix, or Linux

Windows, Mac,

or Unix

Windows or

Linux

Windows, Mac,

or Unix
...................................................................................................................................................................................................
Versatility +++ +++++ ++++ +++++ +++
...................................................................................................................................................................................................
Ease of use ++ ++ ++ ++ ++++
...................................................................................................................................................................................................
Data visualization + ++++ ++ ++++ ++
...................................................................................................................................................................................................
Technical support ++ ++ ++ +++ ++

process. In approaching a data set, evaluators should consider what the intended audience

wants and needs to learn from the data and then choose analysis methods that will best

address the focal questions and fit the data’s characteristics. The selected methods may involve

qualitative as well as quantitative techniques, and sometimes should include only one type or

the other.

An issue in many evaluations is that the quantitative data sets fall short of meeting

assumptions underlying many of the available quantitative analysis techniques. The obtained

data may not meet the assumptions of interval or ratio scales required by some statistical

analysis techniques, and in many cases the employed data may have only marginal reliability

and validity. Also, programparticipants rarely are selected randomly from a defined population.

This complicates the aim of drawing inferences about some population of interest based on

the obtained information. It also should be remembered that even when a random sample is

successfully selected from a population of persons, that population very likely will be different

by the time data have been gathered, analyzed, and reported. In many evaluations, the data

respondents are the total population of interest, and there is no issue of using inferential

statistics to generalize findings to a larger population of interest. Therefore, evaluators need

to keep in mind and honestly report limitations and weaknesses in the data that underlie the

quantitative analyses. They should employ inferential statistics only when they are relevant

to the evaluation questions, and they should employ only those analysis techniques whose

assumptions are at least minimally met by the data.

Quantitative Analysis Process

Evaluators should start the quantitative analysis process by exploring and gaining an under-

standing of the data set, identifying strengths and weaknesses in the data, making needed

corrections, and discerning which of the desired questions can be addressed appropriately with

the data. In this process, they should look for data that lie outside the bounds of reasonable

expectation and appear to be in error. The point in identifying and analyzing such outliers is

to confirm the validity of the information or disconfirm and delete or correct them.

Often a surfeit of data accumulates, which can too easily lead to fuzzy or even useless

interpretations. Thus, the main aim of the quantitative analysis process is to reduce and
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synthesize information so that the evaluation questions may be addressed rigorously and

concisely. We deliberately have used the term reasonable expectation to give advance warning

that data analysis must lead to interpretations that are credible to whoever proposed the

questions that triggered the study. Members of this audience need to grasp the import of

the gathered data and particularly how these data relate to their questions.

Evaluators should follow the start-up, exploratory analysis stagewithmore systematic, often

increasingly complex analyses aimed at providing clear results and warranted interpretations.

They should avoid, however, using complex statistical techniques when an audience would

be served better by straightforward, simple methods. To help an audience understand and

appreciate the results of analysis, evaluators should provide visual displays, such as cross-break

tables, bar charts, and graphs, examples of which are readily available in appropriate texts;

the evaluation magazine Consumer Reports; journal articles in the various disciplines; financial

reports; and newspapers, such asUSA Today. We add one further word of advice to evaluators

who are uncertain about the relative importance and suitability of descriptive or inferential

statistics: it is advisable to first explore the utility of descriptive statistics and graphics, such as

the examples we have given. Whether inferential or statistical methods are used, it is essential

that these are preceded by a thorough knowledge of collected data and their limitations.

Quantitative Analysis in Comparative Studies

Often evaluation audiences want to know whether one treatment is better than another or

whether an innovative program is superior to an existing program. In such situations, evaluators

may design an evaluation to compare different groups in different programs. For practical

reasons, the comparison groups seldom are formed by random assignment, a problem that

calls into question the equivalence of the groups.

Nonrandomassignment of subjects to comparison groups introduces a host of difficulties in

discerningwhether observed between-group differences in outcomeswere due to differences in

treatments. The different outcomes might reflect only original differences between the groups.

Also, complications that impede interpretations of outcome differences arise when treatment

and control groups are influenced differently, not only by the treatments they received but also

by factors in their separate environments. As another example, differential dropout rates (often

referred to as attrition) for experimental and control subjects might be as influential (or more

so) in producing outcome differences as the administered treatment and control conditions.

When there are no observed outcome differences, it is possible that the experimental treatment

was not carried out as planned.

These examples of difficulties in conducting comparative studies underscore that quanti-

tative analysis in such studies is a daunting task that requires care; resourcefulness; incisive

investigation (and associated costs); multiple methods; documentation of procedures and dif-

ficulties; and a great deal of circumspection, caution, and candor in interpreting and reporting

findings. And evenwhen subjects are assigned to treatment and control groups randomly,many

intervening factors as outlined earlier—such as differential attrition, inadequate implementa-

tion of treatment plans and control conditions, and contextual influences—can confound the
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obtained outcomemeasures. In Experimental andQuasi-Experimental Designs for Generalized

Causal Inference, Shadish, Cook, and Campbell (2002) enumerated threats to internal and

external validity, as well as statistical conclusion and construct validity, in relation to a wide

range of research and evaluation designs. To overcome such difficulties, evaluators often are

wise to supplement their statistical analyses with descriptive, in-depth case studies of the

experiences and outcomes of comparison groups.

As discussed in Chapter 11, threats to internal validity include the following (Shadish et al.,

2002):

1. Ambiguous temporal precedence. Lack of clarity about which variable occurred first may

yield confusion about which variable is the cause and which is the effect.

2. Selection. Systematic differences in respondent characteristics across conditions could

cause the observed effect.

3. History. Events occurring concurrently with treatment could cause the observed effect.

4. Maturation. Naturally occurring changes over time could be confused with a treatment

effect.

5. Regression.Whenunits are selected for their extremescores, theywill oftenhave less extreme

scores on other variables, an occurrence that can be confused with a treatment effect.

6. Attrition. Loss of respondents to treatment or to measurement can produce artifactual

effects if that loss is systematically correlated with conditions.

7. Testing. Exposure to a test can affect scores on subsequent exposures to that test, an

occurrence that can be confused with a treatment effect.

8. Instrumentation. The nature of a measure may change over time or over conditions in a

way that could be confused with a treatment effect.

9. Additive and interactive threats. The impact of a threat can be additive in relation to that

of another threat or may depend on the level of another threat.

Equally relevant, but not discussed in Chapter 11, are Shadish et al.’s identified threats to

external validity (2002), which are as follows:

1. Interaction of the causal relationship with units: An effect found when certain kinds of

units might not hold if other types of units have been studied

2. Interaction of the causal relationship over treatment variations: An effect found when

one treatment variation is not holding with other variations of the treatment, when that

treatment is combined with other treatments, or when only part of a treatment is used

3. Interaction of the causal relationshipwith outcomes: An effect foundonone kind of outcome

observation but that might not hold if other outcome observations have been used

4. Interaction of the causal relationship with settings: An effect found in one kind of setting

that may not hold in other settings

5. Context-dependent mediation: An effect found when an explanatory mediator of a causal

relationship in one context is not necessarily mediating in another
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Testing Statistical Hypotheses

For themajority of social science researchers, and for many evaluators, formulating hypotheses

is the sine qua non of all social inquiry. In essence, a research hypothesis is a deductive guess

that states an expected outcome of a study. When formulating a hypothesis, the evaluator

deduces an anticipated result through a literature review process, experience, or observation.

Hypotheses can be expressed in numerous ways, but typically a hypothesis is formulated

first as a null or nil (literally meaning “zero difference” or “zero relationship”) hypothesis;

then as either an alternative nondirectional (two-tailed, two-sided) hypothesis or an alternative

directional (one-tailed, one-sided) hypothesis. Alternative, nondirectional hypotheses imply

that a difference is anticipated but do not express the direction of that difference. Directional

hypotheses, however, state the expected direction of an expected difference. These types

of hypotheses are presented and defined in Table 23.2. In general, many evaluators are

interested in one of the alternative hypotheses, whether directional or nondirectional, not the

null or nil hypothesis.

Null or nil hypotheses are present in nearly all forms of social science research and most

evaluations, whether explicitly stated or not. And nearly all statistical tests are tests of null

or nil hypotheses rather than tests of alternative hypotheses. Hypotheses can be expressed in

numerous ways, and the methods for doing so vary based on disciplinary traditions, norms,

and standards. Some biostatisticians, for example, refer to these types of tests of hypotheses

as tests of equivalence (for example, Is a new drug that costs less to produce as effective as an

older drug that costs more to produce?) or superiority (for example, Is a 500 milligram dose

more effective than a 250 milligram dose of the new drug?).

If an evaluator is interested in determining whether a new reading curriculum is more

effective or less effective than the existing curriculum (a nondirectional hypothesis), he or she

might express the question, Is the new reading curriculum more effective than the existing

curriculum? (a directional hypothesis claiming superiority) as a null hypothesis and as an

alternative hypothesis. In notational form, whereH0 is the null hypothesis,HA is the alternative

hypothesis (where the subscript A represents the alternative), 𝜇T is the treatment mean (the

new curriculum), and 𝜇C is the control mean (the existing curriculum), this hypothesis would

be represented as follows:

H0∶ 𝜇T = 𝜇C

HA∶ 𝜇T ≠ 𝜇C

Table 23.2 Common Types of Hypotheses

Type of Hypothesis Definition

Null or nil hypothesis States that no difference is expected
....................................................................................................................................
Nondirectional hypothesis States that a difference is expected, but does not state the

direction of the expected difference
....................................................................................................................................
Directional hypothesis States that a difference is expected, and states the direction of

the expected difference
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Using the same null hypothesis, the evaluator might formulate an alternative directional

hypothesis, rather than a hypothesis simply suggesting that the two population means differ in

an unknown direction, that specifies that the treatment mean, 𝜇T, is greater than the control

mean, 𝜇C. This directional hypothesis would be expressed as follows:

HA∶ 𝜇T > 𝜇C

Type I and Type II Errors

Two concepts are important considerations for understanding the practice of null hypothesis

significance testing: Type I andType II errors. AType I error is the conditional prior probability

of rejectingH0 when it is true, where this probability is typically expressed as alpha (𝛼). Alpha is

a prior probability because it is specified before data are collected, and it is a conditional prior

probability, p, because H0 is assumed to be true. This conditional prior probability is usually

expressed as

𝛼 = p(Reject H0 |H0 true)

where — means “assuming” or “given.” Both p and 𝛼 are derived from the same sampling

distributionandare interpretedas long-run, relative-frequencyprobabilities.Unlike𝛼,however,

p is not the conditional prior probability of a Type I error (often referred to as a false positive)

because it is estimated for a particular sample result. The conventional level of 𝛼 is either 0.05

or 0.01 in most of the social sciences (Cohen, 1994). Alpha is the risk of a Type I error, akin

to a false positive because the evidence is incorrectly taken to support the hypothesis, for a

single hypothesis only (sometimes referred to as a primary or focal outcome). When multiple

statistical tests are conducted, there is also a family-wise (family-wise error [FWE]) probability

of Type I error (sometimes referred to as multiplicity), which is the likelihood of making one

or more Type I errors across a set of statistical tests. If each test is conducted at the same level

of 𝛼, then

𝛼FWE = 1 − (1 − 𝛼)C

where C is the number of tests performed, each at a specified 𝛼 level. In this equation, the term

(1− 𝛼) is the probability of notmaking a Type I error for any individual test, is the probability of

making no Type I errors across all tests, and the whole expression represents the probability

of making at least one Type I error among all tests. So, for example, if ten statistical tests were

performed, each at 𝛼 = 0.05, the family-wise Type I error rate would be

𝛼FWE = 1 − (1 − 𝛼)10 = 0.40

Thus, the Type I error rate across all ten statistical tests would be 40 percent. This result

indicates the probability of committing one or more Type I errors, but it does not indicate how

manyerrorshavebeencommittedor inwhich specific statistical test, or tests, the erroroccurred.

There are two basic ways to control family-wise Type I error: Either reduce the number

of tests (or only test the primary or focal outcome) or lower 𝛼 to a tolerable rate for each test.
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The former strategy reduces the total number of tests to include only those with the greatest

substantive meaning. Using the latter strategy, the 𝛼 rate can be determined by a number

of methods, including the Bonferroni correction. The Bonferroni correction simply requires

dividing the target value of 𝛼FWE by the number of tests, and setting the corrected level of

statistical significance at 𝛼B where

𝛼B =
𝛼FWE

C

Therefore, if ten statistical tests were conducted and the tolerable Type I error rate was 5

percent, then for each individual test,

𝛼B = 0.05

10
= 0.005

Although formal tests of statistical significance largely originated from the works of

Fisher (1925) and Neyman and Pearson (1933), the concepts of statistical power and Type II

error have been substantially advanced by Cohen (1969, 1980, 1988, 1994). Power is the

conditional prior probability of making the correct decision to reject H0 when it is actually

false, where

Power = p(Reject H0 |H0 false)

A Type II error (often referred to as a false negative) occurs when the sample result leads

to the failure to reject H0 when it is actually false. The probability of a Type II error is usually

represented by beta (𝛽), and it is also a conditional prior probability:

𝛽 = p(Fail to reject H0 |H0 false)

because power and 𝛽 are complimentary:

Power + 𝛽 = 1.00

Therefore, whatever increases power decreases the probability of a Type II error and vice

versa. Several factors affect statistical power, including the 𝛼 level; sample size; score reliability;

design elements (for example, within-subject designs, covariates); and the magnitude of an

effect, among many others (Cohen, 1988; Lipsey & Hurley, 2009). By lowering 𝛼, statistical

power is lost, thus reducing the likelihood of a Type I error, which simultaneously increases

the probability of a Type II error. Conversely, increasing sample size generally increases power.

The relationship between Type I and Type II errors arising from statistical hypothesis testing

is summarized in Table 23.3.

Null or nil hypothesis significance testing, in the social sciences and in many other

disciplines, has been widely misused and misinterpreted (for example, a p value is thought

to be the probability that a result is due to sampling error, or a p value is thought to be the

probability that a decision is wrong). The correct interpretation of p values, for p < 0.05,
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Table 23.3 The Accept-Reject Dichotomy and Decisions for Hypotheses

Decision H0 Is True H0 Is False

Do not reject H0 Correct decision (1 – 𝛼) Type II error (𝛽)
..................................................................................................................
Reject H0 Type I error (𝛼) Correct decision (1 – 𝛽)

essentially includes only the following (Kline 2004, 2008; Thompson, 2006; Wilkinson and

Taskforce on Statistical Inference, 1999):

• The odds are less than one in twenty of getting a result, from a random sample, even more

extreme than the observed sample when H0 is true.

• Less than 5 percent of test statistics are further away from the mean of the sampling

distribution under H0 than the one for the observed result.

• Assuming H0 is true and the study is repeated many times, less than 5 percent of these

results will be as inconsistent with H0 as the observed result.

Effect Sizes and Practical Significance of Findings

Given that classical statistical significance testing provides only limited information—and

is largely a function of sample size—determining practical significance, in part, requires

estimating and reporting relevant effect sizes and confidence intervals. Effect sizes pro-

vide information about the direction and magnitude of an effect, and confidence intervals

provide information about the precision of an estimated effect size (for detailed discussions

of effect size interpretation, see Cooper, Hedges, and Valentine [2009]; Ellis [2010]; and Kline

[2004]). Effect sizes can be computed in multiple ways, in unstandardized or standardized

forms. Unstandardized effect sizes include raw mean differences (for example, Glass’s Δ),
which can be used on ameaningful outcomemeasure, such as blood pressure.When outcomes

are measured on nonintuitive constructs (such as empathy), standardized means differences,

such as Cohen’s d or Hedges’s g, can be applied. Other common effect size metrics include

odds ratios and risk ratios for binary data (for example, live or die, pass or fail) and various

measures of association (for example, r).

Using Cohen’s conventions (1988), standardized effect sizes of 0.20, 0.50, and 0.80 are

considered small, medium, and large, respectively. In the upper portion of Figure 23.3, the

pretest distribution, or baseline (where 𝜇1 represents the population parameter of the mean)

and posttest distribution (where 𝜇2 represents the population parameter of the mean) perfectly

overlap and, therefore, Hedges’s g is 0.00 (that is, there is no difference or no effect). In the

middle and bottom parts of Figure 23.3, the pretest and posttest distributions are distinctly

separate and represent a difference, or change, in the pretest and posttest distributions. In the

middle part of Figure 23.3, the difference between the pretest and posttest distributions is

equivalent to one-half of a standard deviation (that is, Hedges’s g is 0.50).
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g = 0.00

μ1 and μ2

μ1 μ2

μ1 μ2

g = 0.80

g = 0.50

Figure 23.3 Hypothetical Examples of Hedges’s g Effect Sizes

The primary advantage of reporting effect sizes in standard deviation units is that the

results aremetric-free,meaning they can be compared across outcomes. A secondary advantage

of presenting effect sizes in this way is that variables that lack an intuitively meaningful metric

(such as social capital or quality of life), unlike variables that are more widely understood (such

as income or blood pressure), can be meaningfully interpreted.

Despite Cohen’s conventions (1988), however, in the right context, even very small effects

(for example, below 0.10) may be practically meaningful. This can happen in at least one of

three ways. First, small effects can bemeaningful if they are antecedents of larger consequences.

Second, small effects can be important if they change the probability that larger effects will

occur. Third, small effects can be important if they accumulate to become larger effects.

Equally important to reporting effect sizes is reporting confidence intervals (CIs), including

the lower limit (LL) and upper limit (UL), usually in the form of a 95 percent CI. Essentially,
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a CI provides information about the precision of an estimate, such as an effect size or other

statistical estimator, or the degree of uncertainty associated with a sample estimate of a

population parameter. A CI is therefore an interval estimate combined with a probability

statement; that is, it is a representation of the confidence level, which is typically 90 percent or

95 percent. A point estimate, such as an odds ratio (OR) of 0.25, is a single value given as the

estimate of a population parameter that is of interest. An interval estimate, such as a 95 percent

CI, where the OR of 0.25 has an LL of 0.09 and a UL of 0.76, specifies instead a range that is

estimated to include the parameter based on the obtained sample information, as shown in

the random-effects model in Figure 23.4 (also see Chapter 6). Essentially, a confidence interval

gives an estimated range of values that is likely to include an unknown population parameter,

the estimated range having been calculated from a given set of sample data. For example, in

the second study shown in the meta-analysis in Figure 23.4, the estimated OR is 0.63. In the

study, the 95 percent CI has an LL of 0.34 and a UL of 1.16 (represented by the horizontal

line running through the square). Given that the 95 percent CI crosses the null OR value of

1.00 (representing equal odds), the study is not considered statistically significant. Although

the OR of 0.63 is practically significant, it is not considered statistically significant due

to the imprecision of the estimate represented by the 95 percent CI. Conversely, the fifth study

in the meta-analysis, having an OR of 0.18 (with an LL of 0.05 and a UL of 0.62), is equally

imprecise (having a wide CI), but the CI does not cross the null value of 1.00, making the

study statistically significant. CIs are preferred to point estimates because only CIs indicate the

precision and uncertainty of an estimate. It is one thing to claim that the mean SAT score of

1.00

Odds Ratio and 95%
Confidence IntervalStudy

Fixed-Effect Model

Odds Ratio and
95% Confidence Interval

Favors MMR Vaccine Does Not Favor MMR Vaccine

20% Equivalence
Range

1.200.80

Sample
Size

1,696 0.33 (0.25, 0.45)

Random-Effects Model 1,696 0.25 (0.09, 0.76)

Uchiyama et al. (2007) 769 0.63 (0.34, 1.16)

Fombonne et al. (2001) 194 0.61 (0.36, 1.02)

Aldridge-Sumner et al. (2006) 114 0.51 (0.26, 1.02)

Takahashi et al. (2003) 63 0.18 (0.05, 0.62)

Mrozek-Budzyn et al. (2010) 288 0.05 (0.01, 0.38)

Fombonne et al. (2006) 180 0.02 (0.01, 0.04)

Random-Effects
Weight

16.03%

16.26%

15.83%

13.84%

10.37%

15.52%

D’Souza et al. (2006) 1.65 (0.31, 8.66)88 12.15%

Figure 23.4 Meta-Analysis Forest Plot with a 20 Percent Equivalence Range

Source: Hobson, K. A., Mateu, P., Coryn, C.L.S., & Graves, C. D. (2012). Measles, mumps, and rubella vaccines and diagnoses of autism spectrum disorders among

children: A meta-analysis.World Medical & Health Policy, 4(3), 7.
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students in a school is 600, but quite another to claim that the range of true scores is somewhere

between 400 and 800 (or, stated differently, 600 ± 200).

Determining Consistent, Replicable Patterns of Results

As feasible, evaluators should employ different methods of analysis to determine whether a

consistent and replicable pattern of results is present. Theymight apply parallel parametric and

nonparametric techniques, quantitative as well as qualitative techniques, and interpretations

against individual scores as well as group means. In many comparative evaluations, the

treatment is applied to intact groups, and the group is the correct unit of analysis. However,

given that the number of such treated groups often is small, the resulting analysis of group

means will lack power for detecting small but important differences (and thus carry a high risk

of Type II error). In such a case, the evaluator can gain statistical power by using individual

scores to check for significant differences. In the area of exploring the data, we think such a

check is appropriate, although the individual is not the statistically correct unit of analysis.

Use of multiple techniques in analyzing data can help an evaluator overcome some of the

deficiencies in the data and help members of the evaluation’s audience determine how much

they should trust the reported findings. Evaluators should produce such overall statistics

as group means, medians, and standard deviations, but also should look more deeply into

the data. Determining only the average performance of program participants might mask

important positive or negative effects on subgroups or individuals. In comparative analyses,

evaluators often should follow up statistical tests of main effects with tests for statistical

interactions and subsequent a posteriori tests for simple effects on subgroups. Such analytical

methods as analysis of covariance might be used to adjust for initial differences between

nonequivalent groups, but it is often difficult to meet the assumptions underlying these tests.

Evaluators must not assume or imply to their audiences that such techniques as gain score

analysis, matching, or analysis of covariance will necessarily adjust sufficiently for preexisting

differences between comparison groups.

Documenting and Validating Quantitative Analyses

Ultimately evaluators should ensure that their quantitative analysis techniques and calculations

are defensible. They should document the procedures they employed; state the assumptions

required by these techniques; report the extent to which the assumptions were met; and justify

(and, as appropriate, qualify) their interpretations of the results of their analyses. They should

report potential weaknesses in the evaluation design or data analysis (for example, violation of

scaling or randomization assumptions or program participants’ dropping out) and discuss their

possible influence on interpretations and conclusions. They should accord importance to both

rigor and relevance and should not assume that statistically significant results are necessarily

practically significant. Evaluators also should not credit nonsignificant statistical results just

because stakeholders judge them as practically significant, and should only credit such results

if there is evidence that the small but practically important difference is replicable. Again, we

emphasize that evaluators and their clients should set the level of statistical significance in

consideration of the potential for and importance of Type I and Type II errors.
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Evaluators should bear in mind that quantitative analyses often fail to provide sufficient

insight into the most important questions. A former president of a major university often

assessed statistical comparisons of universities by saying, “Statistics are like bikinis; they reveal

a great deal but always conceal the essentials.” Although statistical analyses are often important,

many require follow-up qualitative analysis.

As is evident in this section of the chapter, quantitative analysis is a highly developed

technical discipline, including many esoteric terms, concepts, techniques, and formulas. In

many evaluations the evaluator can meet the needs of the study by applying only rudimentary

methods, such as computation of means, medians, percentages, standard deviations, corre-

lations, t-tests, and analyses of variance. Other more sophisticated and complicated studies

will require more advanced techniques, such as those listed earlier in this chapter. When

such sophisticated techniques are required, the evaluator should consider engaging a specialist

in statistics to conduct or guide the needed analyses and, more generally, to ensure their

soundness. Often large-scale evaluations appropriately are team efforts, with a key member of

the evaluation team being a highly competent statistician.

Analysis of Qualitative Information

In its 1994 edition of The Program Evaluation Standards, the Joint Committee stated,

“Qualitative information in an evaluation should be appropriately and systematically analyzed

so that evaluation questions are effectively answered” (p. 165).

Patton (1990) noted that a qualitative inquiry has a foundation built on several inter-

connected themes. In this section, we present some of these themes as we describe various

strategies of qualitative inquiry:

• Naturalistic inquiry: A nonmanipulative study of situations as they unfold naturally.

• Inductive analysis: Immersion indetails of data todelineate categories or sets of information

and their interrelationships.

• Holistic perspective: Studying the whole phenomenon of an evaluand that may not be

reduced to discrete variables (as occurs commonly with quantitative analysis).

• Qualitative data: Arising from and encompassing a range of techniques that capture

perspectives and experiences through the evaluator’s personal contact with study subjects

and their actual situations.

• Case study orientation: Capturing the true nature of individual, unique cases. Endeavoring

to be as objective as possible, the evaluator does not advance personal views or agendas.

(For an in-depth description of case study methodology, see Chapter 12.)

It is difficult to imagine any evaluation study not including some qualitative information.

Evaluators typically acquire and analyze a wide range of qualitative information—for

example, proposals and accountability reports; staff résumés;meetingminutes; correspondence

files; beneficiaries’ judgments of services; letters to the editor; site visit reports; participant

observers’ reports; case study reports; newspaper articles; public relations brochures; interview



Trim size: 7in x 9.25inStufflebeam c23.tex V2 - 08/06/2014 9:18am Page 576

576 CHAPTER 23–ANALYZING AND SYNTHESIZING INFORMATION

responses; independent observers’ field notes; oral testimony; written complaints; award doc-

uments; photographs; video- and audiotapes; focus group transcripts; public forum reports;

proceedings of hearings; conference reports; various kinds of records; and unsolicited com-

ments, accounts, and judgments. Qualitative information often is collected by design, but some

of it may appear unexpectedly or be discovered through exploratory investigation. It may

concern a wide range of program variables, such as beneficiaries’ needs and wants, how and

why a program got started, goals and plans, schedules and budgets, personnel and procedures,

equipment and facilities, operations and expenditures, and intended and unintended outcomes.

Descriptive studies—involving, for example, documentation of a program’s activities, defini-

tion and description of the program’s stakeholders, and description of staff credentials—rely

heavily on qualitative information.

When qualitative information is collected, evaluators should employ systematic, rigorous

methods of qualitative analysis. The Joint Committee (1994) defined qualitative analysis as

“the process of compiling, analyzing, and interpreting qualitative information about a program

that will answer particular questions about that program” (p. 171). Qualitative analysis

culminates in narrative presentations, such as a summary of main outcomes, a discussion of

the extent to which program plans were well executed, a depiction of major and minor themes

running through stakeholder inputs, identification of inconsistencies as well as consistencies

in different sets of obtained information, a contrasting of findings from different stakeholder

viewpoints, a contrasting of findings at different points in time, and interpretations of

cause-and-effect relationships.

Gathering qualitative information has many benefits in an evaluation. These benefits

include providing breadth of perspective and depth of information, buttressing and comple-

menting quantitative findings, confirming or disconfirming quantitative findings, rounding out

the full countenance of a program, and helping the audience perceive a program’s essence

and nuances. Also, pertinent quotations may be reported along with quantitative results. In

qualitative analyses, it is essential to consider alternative and possibly conflicting perceptions

of reality as well as different values from which to judge programs.

Qualitative Analysis as a Discovery Process

In contrast to quantitative analysis, qualitative analysis often evolves in a process of discovery

rather than following a predetermined analysis plan. In the course of qualitative analysis,

evaluators oftenhave to generate information collectiondevices, category systems, andmethods

of summarizing and displaying information throughout an evaluation. Whereas quantitative

analysis typically focuses on information that was collected from a predetermined sample,

qualitative analysis often uses information from snowball samples that grow and take direction

based on successive exchanges with key informants. As the Joint Committee (1994) stated,

Qualitative analysis often involves an inductive, interactive, and iterative process whereby

the evaluator returns to relevant audiences and data sources to confirm and/or expand

the purposes of the evaluation and test conclusions. It often requires an intuitive sifting of

expressed concerns and relevant observations. (p. 171)



Trim size: 7in x 9.25inStufflebeam c23.tex V2 - 08/06/2014 9:18am Page 577

ANALYSIS OF QUALITATIVE INFORMATION 577

In applying qualitative analysis techniques, evaluators should allow emergent questions to

shape the collection and analysis of qualitative information as an evaluation proceeds. For each

set of qualitative information, evaluators should choose an analytical procedure and plan for

summarizing findings that are appropriate for addressing part or all of the evaluation’s questions

and that suit the nature of the information to be analyzed. They should define the boundaries

of the information to be examined in terms of such components as targeted beneficiaries,

geographical location, time period to be examined, financial sponsors, and program budget.

By identifying pervasive themes in the information, evaluators should ferret out meaningful

categories of information, such as innovative methods, undue control by administrators,

democratic leadership, motivated staff, personality conflicts, value conflicts, inadequate (or

adequate) supervision, goal drift, and community involvement. In communicating findings to

audiences, evaluators might extract certain findings from the qualitative analysis and embed

them in the presentation of quantitative findings.

Practical Steps in the Qualitative Analysis Process

Initially it can be useful to analyze separately the information obtained from each qualitative

method—for example, interviews, open-ended questionnaires, focus groups, or documents.

Each such set of information might be examined to address evaluation questions concerning

such matters as beneficiaries’ needs; program implementation; intended effects; side effects;

and judgments of quality, utility, and significance.

Criteria for Judging Qualitative Analyses

In general, any one set of qualitative information has been sufficiently and appropriately

analyzed when the following are true:

• The evaluator has derived a set of categories that unambiguously account for the obtained

information and amplify and address the evaluation questions.

• The information has been parsimoniously grouped into categories.

• The categories of information have been verified as reliable and valid.

• The categories have been applied to produce meaningful inferences and conclusions.

• The qualitative analysis process has been documented and validated.

• The evaluator has forthrightly reported any potential weaknesses in the information and

its analysis.

General Process for Analyzing Qualitative Information

The general process we have found useful in analyzing given sets of qualitative information

can be summarized in the following steps:

1. Compile a set of documents for each type of qualitative information, such as corre-

spondence, newspaper clippings, transcripts of focus group meetings, and notes from

interviews.
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2. Mark each document in each set with a unique identification number (for example, for

correspondence, Cor-1, Cor-2, Cor-3, and so on).

3. Read through a random sample of the documents in each set, making marginal notes

on points that seem relevant to the evaluation’s purposes and questions. Relevant

information might pertain, for example, to characteristics of beneficiaries, needs of

beneficiaries, how and why the program was launched, strengths of the program design,

innovative methods, program detractors, staff competence, indications of graft, program

implementation, program costs, program outcomes, and side effects. Suchmarginal notes

provide a grounded basis for generating categories for use in the qualitative analysis. Note

that these are not preconceived categories but rather groupings that come to mind when

first studying random samples of materials in each set.

4. In each set of materials, group the marginal notes into an efficient set of categories to

eliminate minor, trivial differences between categories across voluminous marginal notes.

5. Contrast the derived sets of categories, and synthesize them into a coherent set of

categories that is faithful to what was obtained for each set of qualitative information and

is as efficient as possible.

6. Contrast the derived set of categories with the conceptual framework and main questions

guiding the evaluation, and develop a standardized set of categories for the subsequent

analysis of qualitative information. This finalized set of categories should reflect the previ-

ous empirically derived categories, the guiding evaluation approach, and the evaluation’s

main questions. This is the stage in which an evaluation approach such as Scriven’s Key

Evaluation Checklist (see Chapter 14); Stake’s countenance approach (see Chapter 15); or

Stufflebeam’s context, input, process, and product (CIPP) model (see Chapter 13) can be

especially useful.

7. Apply the standardized set of categories to analyzing each set of qualitative information.

Continue reading the material in each set until a relevant category has been attached to

each noteworthy segment of each document.

8. For each set of information, summarize what has been learned in relation to each category

of findings—for example, the program’s costs, community support and opposition,

conflicts of interest, main effects, and side effects. Also annotate the summary with the

identification numbers of the relevant source documents. This is important preparation

for answering later questions from recipients of the final evaluation report.

9. Looking across the summaries for the different sets of information, write findings in

relation to each evaluation question—for example, To what extent did the program reach

all the intended beneficiaries? To what extent were the outcomes worth the effort and

cost? To what extent was the program institutionalized? This procedure will help clarify

issues related to evaluation questions, as well as help shape the content and nature of the

final report.

10. Subject the results of the qualitative analysis to independent critiques, and resolve any

identified deficiencies.
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Information on qualitative analysis techniques, including uses of computer software, is

available in a wide range of publications. Some examples are Crabtree and Miller (1992);

Denzin and Lincoln (2005); Fetterman (1998); Fielding and Lee (1991, 1998); LeCompte and

Goetz (1982); Leninger (1985);Mabry (2003);Miles andHuberman (1984); Patton (1987, 1990);

Strauss (1987); Tesch (1990); Wolcott (1995); and Yin (1991).

Qualifications Needed to Conduct Qualitative Analyses

Those who practice qualitative analysis need appropriate training and an appreciation for

rigor as well as relevance. They should be proficient in such tasks as interviewing stake-

holders, developing focus group questions, recording fieldwork data, interpreting historical

information, taking accurate notes, conceptual analysis, text analysis, computer-assisted con-

tent analysis, historical analysis, videotape analysis, audiotape analysis, coding and classifying

information, grounded theory analysis, and writing qualitative research reports (that take into

account any applicable outcomes from quantitative research). Especially, they should be adept

at identifying themes and majority and minority positions in a body of information.

Errors to Avoid in Analyzing Qualitative Information

Despite the importance of qualitative analysis, evaluators should not become overzealous in

conducting qualitative analyses. They must not get carried away with the emergent, divergent,

and in-depth features of qualitative analysis. They should not overstress the details of program

circumstances and as a consequence obscure more general, pervasive findings that are likely

to be of interest to their audience. They should not be so enticed by interesting new questions

that they neglect to address the evaluation’s main questions. They should be judicious and

parsimonious in collecting qualitative information so that they do not make the evaluation

too expensive and time consuming. Moreover, we cannot overemphasize that quantitative

information and qualitative information are complementary and should work together to

support the evaluation’s findings and conclusions.

Validating Qualitative Analyses

Whatever methods of qualitative analysis are employed, evaluators should ensure the accuracy

of findings by seeking confirmation from quantitative information, and they should verify

the resulting inferences and conclusions. They should judiciously examine different sources

of evidence on such bases as verifiability, credibility, and the degree of evaluator contact

with the assessed entity. Evaluators should closely examine the validity of preconceptions,

working hypotheses, generally accepted past practices and beliefs, and cited past evaluative

conclusions. To test the consistency of categories, themes, and conclusions, it is a good idea,

whenever possible, to engage two or more independent evaluators to analyze the same set of

information. Also, it is good practice to subject qualitative analysis results to an independent

audit. In addition, evaluators should engage representatives of stakeholders to review and

assess the validity and meaningfulness of drafts of qualitative analyses. Ultimately evaluators
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should document the qualitative analysis process and report this documentation along with

the results of having the analysis validated.

In general, the purpose of qualitative analysis is to enrich an evaluation’s message and

prevent invalid conclusions. When evaluators meet the Joint Committee’s Qualitative Analysis

standard (1994), they avoid using inappropriatemethods of analysis; carefully document, cross-

check, and evaluate their findings; prevent their audience from reaching premature closure or

misinterpreting the results; and keep the evaluation within reasonable bounds of time and cost.

Justified Conclusions and Decisions

The Joint Committee (2011) stated, “Evaluation conclusions and decisions should be explicitly

justified in the cultures and contexts where they have consequences” (p. 165).

Quantitative and qualitative analyses are intended to provide bases for reaching justified

conclusions and decisions, which are the evaluation’s final judgments and recommendations.

The evaluator’s bottom-line conclusions offer audiences a foundation for judging and making

decisions about a program or other object of interest. The evaluation’s conclusions must be

carefully derived and shown to be sound. They must be both defensible and defended. They

should be appropriately qualified in terms of the applicable time periods, contexts, activities,

persons, purposes, and supporting evidence.

Evaluators should base their conclusions on all pertinent information collected; on

appropriate analyses and logic; and on a systematic, defensible synthesizing process. They

should show how this information relates to the conclusions. In reaching conclusions about

a program’s effectiveness, evaluators should identify side effects as well as main effects.

As feasible, evaluators should present not only their bottom-line conclusions but also plausible

alternative conclusions along with an explanation of why they were rejected. On the one hand,

although evaluators should attempt to address the audience’s questions, they should be careful

not to present conclusions that extend beyond the limits of their data. On the other hand, they

should not be overly cautious in interpreting the evaluation’s findings. A report that leads to

effective decision making is devoid of exaggeration and pretension, but replete with justified

statements of the evaluand’s merit and worth.

In justifying conclusions, evaluators should supply the audiencewith full information about

the evaluation’s design, procedures, information, analyses, synthesis, and underlying assump-

tions. As feasible, evaluators should solicit feedback from a range of program stakeholders

concerning the clarity and credibility of conclusions and recommendations. As appropriate,

they should advise their audiences of any equivocal findings in the evaluation report and warn

them to be cautious in applying those findings. Faulty and unexplained conclusions or ones

that reach beyond the data may mislead audiences or cause them to disregard the evaluation.

The Synthesis Process

A key process related to the Joint Committee’s Justified Conclusions and Decisions standard

(2011) is that of synthesis: combining the study’s value base, information, and analyses into a

unified set of conclusions. In line with the mixed-method approaches advocated in this book,
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and particularly in this chapter, the synthesis process involves information arising from both

quantitative and qualitative inquiries.

The synthesis component is a highly challenging activity. It requires a determination of

whether the audience requires a final synthesis; critical review of the available information

and analyses to determine whether a final synthesis is feasible; rigorous application of

logic and justifiable decision rules in relating the findings to evaluation questions and

bottom-line areas of judgment; creativity in conceptualizing pertinent judgments; pragmatic

thought plus reference to supporting evidence in developing actionable recommendations

(if such are warranted); solicitation and use of critical reactions to draft judgments and

recommendations; and proficiency in writing clear, substantiated, and properly qualified

judgments and recommendations. Also, the evaluator should support the synthesis

of evaluation findings with a detailed technical appendix or technical report that documents

the evaluation design, information, and quantitative and qualitative analyses (see Chapter 24).

In the synthesis process, evaluators should focus primarily on the audience’s questions and

issues concerning the program’s value. They should draw together relevant quantitative

and qualitative analysis results pertaining to each evaluation question and areas for judg-

ments and recommendations. The CIPP model provides a convenient advance organizer for

grouping the audience’s questions and the essential elements of a sound, comprehensive set of

evaluative conclusions. Themodel’s generic questions pertain especially to beneficiaries’ needs,

appropriateness of the program’s plan and budget, adequacy of program implementation, reach

to the intended beneficiaries, the amount and quality of outcomes, side effects, sustainability of

the program, and transportability of the program. Main categories of bottom-line judgments

are merit, worth, significance, and probity. In the context of the CIPP model, a good synthesis

will provide an informative, justified response to each of these matters. With each such

response, the evaluatormight start with the quantitative or qualitative results and subsequently

buttress these results with the other type of information. The write-up of each conclusion,

as appropriate, should include areas of agreement across information sources, but it should

also point out areas of contradictory evidence. Moreover, the synthesis process should be

documented and subjected to independent assessment.

Scriven (1994b) noted that a final synthesis is not always needed or feasible (seeChapter 14).

He also stressed that evaluators must not recklessly state a conclusion based only on personal

judgment rather than on a logical link to solid, relevant evidence. Nevertheless, he stated that

an evaluator should proceed toward a final synthesis if the client requires one, going only so

far in that direction as is technically defensible.

Steps for Synthesizing Quantitative and Qualitative Information

We suggest that evaluators, to synthesize obtained evaluative information and reach defensible

conclusions, carry out the following steps, which are roughly but not totally consistent with

the steps recommended by Scriven (1994b, 2007):

1. Compile evidence on the assessed needs of the program’s targeted beneficiaries and assess

whether program goals are reflective of the assessed needs. If the answer is affirmative, the

goals can be used as criteria for assessing the worth of outcomes. If the answer is negative,

then the assessed needs should be employed to assess the worth of program outcomes.
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2. Determine appropriate rules for reaching justified conclusions. A few examples are that

a housing program for the working poor is at least partially meritorious if the different

aspects of house construction passed all official city inspections; that the program is at

least partially worthy if the projected number ofmembers of the targeted group of working

poor obtained high-quality houses and if at least 90 percent of them lived in the housing

and kept up mortgage payments for at least four years; that the program has significance

beyond the local application if it was replicated by other community development groups;

and that it meets specified probity requirements if its books were audited and there were

no indications of fraud or graft, and if it got a good report from program supervisors on

its ethical treatment of program participants.

3. Select or derive defensible criteria for applying the decision rules. Example criteria ofmerit

include the codes city inspectors use to approve electrical and plumbing installations;

criteriaofworth include thoseused todeterminehousingneedsof the targetedbeneficiaries

plus the program’s goals if they reflect assessed needs of the targeted beneficiaries; criteria

of significance include the facts of successful replications of the project; and criteria of

probity include the professional standards of the auditing and accounting fields.

4. Retrieve appropriate quantitative and qualitative evidence for applying the determined

criteria of merit, worth, significance, and probity. Evidence of merit in the housing

example could include city inspectors’ reports and approval or disapproval of different

aspects of each constructed house. Evidence of worth could be records of the program’s

beneficiaries’ residing in their house over time, nurturing their children, caring for their

property, meetingmortgage payments, and contributing to the health of their community.

Evidence of program significance could be reports of site visits to projects that successfully

replicated the subject housing project. Note that the evaluator would use results of both

quantitative and qualitative analyses together in applying the evaluative criteria.

5. Determine if there is reliable and valid evidence for a sufficient range of criteria of merit,

worth, significance, and probity to proceed with a determination of justified conclusions.

Such a determination may be made for each of the four dimensions of value. It is possible

that the client groupmight not be interested in the dimension of significance, and although

no particular data may have been collected on probity, there may be no issue in this area.

In most cases, however, a decision to proceed with the synthesis task should be supported

by adequate evidence at least in the areas of merit and worth. At this point, the effort to

synthesize information and reach justified conclusions appropriately should be aborted

if there is not adequate evidence to proceed. This could be the case when the client and

evaluator have previously agreed that the evaluation would be a limited effort focused, for

example, on only a few formative evaluation issues.

6. Determine with stakeholders if the criteria of merit, worth, significance, and probity

should be weighted differently. For example, some criteria in each set might be weighted

as essential, whereas others could be weighted as important. In the ensuing analysis, the

evaluator should judge the program a failure if it failed to meet any criterion designated

as essential, no matter how well the program performed against the other criteria.
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7. Use relevant evidence to rate the program, for example as 4 (strong), 3 (adequate),

2 (weak), 1 (unacceptable), or 0 (unratable), on each criterion. It is desirable to engage

multiple raters who have successfully completed training and calibration and who have

thoroughly studied the relevant evidence to accomplish this rating task.

8. Develop a bar graph of the rating results for each involved dimension (for example, merit,

worth, significance, and probity). Each bar graph should array the employed criteria,

identify those that are essential, and provide a bar reflecting the score for each criterion.

9. Provide a narrative conclusion for each dimension of value about the extent to which the

evaluand satisfied the associated criteria and justify the conclusion with reference to

the supporting quantitative and qualitative evidence. An evaluator should judge a program

as failing on any dimension for which an essential criterion was not met.

10. Write an overall summary statement, considering all the dimensions of value, that assesses

the evaluand’s value. This statement should be prepared essentially in the form of an

executive summary that reviews the synthesis process, presents the main conclusions,

documents the decision rules, references the supporting evidence, and references the

obtained independent assessments of the conclusions.

11. Determine whether useful recommendations can be presented and justified with sup-

porting evidence. Recommendations should not be tendered if they are only intuitive.

In some cases, the obtained evidence and relevant literature can be used to offer relevant,

defensible recommendations. In other cases, it may be appropriate to propose a follow-up

study designed explicitly to identify and evaluate alternative courses of action; related

to the CIPP model, such a recommendation is tantamount to proposing that the client

contract for a follow-up input evaluation.

12. Ensure that the final report’s technical appendix or a separate technical report includes

documentation—of such matters as the evaluation’s questions, personnel and their

qualifications, instruments, data collection and analysis procedures, synthesis steps,

and verification provisions—to support the evaluation’s conclusions and, if provided,

recommendations.

Special Synthesis Procedures

Davidson (2005, 2011) has advocated using rubrics to derive nonarbitrary and defensi-

ble bottom-line evaluative conclusions, stressing that such rubrics can accommodate both

quantitative and qualitative information simultaneously.

Gugiu (2007, 2011) has developed a more sophisticated method, which he has labeled

“summative confidence,” that relies on statistical and measurement theories in synthesizing

information into evaluative judgments. Summative confidence is a statistical method for

estimating a summative evaluative conclusion by accommodating the following: the Type I

error rate; the number of, variance across, and correlation among the criteria used to

formulate the conclusion; the performance benchmarks for critically important criteria; the

sample size and the amount of measurement error for each criterion; and the amount of
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weight accorded to each criterion. Gugiu’s mathematically complex method also allows for

determining the precision of a summative value judgment by placing a confidence interval

around an evaluative conclusion.

Bottom-Line Steps in Producing Justified Conclusions

Essentially, justified conclusions are to be arrived at through a sequence of steps, such as the

following:

1. Address each contracted evaluation question based on information that is sufficiently

broad, deep, reliable, contextually relevant, culturally sensitive, and valid.

2. Derive defensible conclusions that respond to the evaluation’s stated purposes (for example,

to identify and assess the program’s strengths and weaknesses, main effects and side effects,

cost-effectiveness, and merit and worth).

3. Limit conclusions to the applicable time periods, contexts, purposes, and activities.

4. Identify the persons who determined the evaluation’s conclusions (for example, the

evaluator using the obtained information, plus the broad range of stakeholders who

provided inputs).

5. Identify and report all important assumptions, the interpretive frameworks and values

employed to derive the conclusions, and any appropriate caveats.

6. Report plausible alternative explanations of the findings and explain why rival explanations

were rejected.

7. Document the entire process and its particulars for independent review.

Summary

Evaluation relies on principles of research—such as quantitative analysis and qualitative

analysis—but also requires analysis of values. Because the state of the art in the latter area is

primitive compared to that in quantitative and qualitative research methodology, some have

advised evaluators to collect, analyze, and report only solid evidence.Accordingly, theyhave rec-

ommended that evaluators leavematters of synthesis and interpretationof findings to an evalua-

tion’s client. Such conservative, technically orientedpractice is intended to keep evaluators from

advancing into areaswhere theymightmakemistakes, but it falls short of being evaluation—the

assessment of value. In this chapter we have departed sharply from the value-free line of advice.

We believe that evaluators should make the client and other stakeholders parties to the

synthesis process, especially in clarifying decision rules, criteria, and weights for criteria.

Moreover, we posit that the essence of a professional evaluator’s role is to conduct quantitative

analysis, qualitative analysis, and synthesis toward the goal of reaching bottom-line, values-

and evidence-based judgments and, as warranted, providing actionable recommendations.

This chapter has provided a general orientation to—and detailed explanations and advice

for—conducting quantitative and qualitative analyses and reaching justified evaluative conclu-

sions. We included definitions and examples of descriptive, relational, and causal questions

and clarified the distinction between probabilistic and deterministic reasoning. Other parts of
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the chapter’s discussion of quantitative analysis touched on techniques and software packages

for analyzing data, threats to internal and external validity (especially in comparative studies),

hypothesis testing, Type I andType II errors, confidence intervals, and calculating effect sizes to

assess a program’s practical significance.We subsequently discussed qualitative analysis and its

complementary relationship to quantitative analysis. Whereas quantitative analysis was shown

to be largely preplanned, qualitative analysis was depicted as an evolving, interactive process.

We identified types of qualitative information to be analyzed, defined steps for carrying out

qualitative analyses, defined criteria for judging such analyses, identified errors to avoid, and

listed qualifications for conducting qualitative analyses. The chapter’s final section focused

on evaluation’s culminating process of synthesizing the results of qualitative and quantitative

analyses and its end goal of producing justified conclusions. This concluding section defined

a process for synthesizing findings, discussed the nature of different types of cut scores, and

listed bottom-line steps for producing justified conclusions.

REVIEWQUESTIONS

1. Construct a matrix, and fill in the cells to define, compare, and contrast the concepts of

quantitative analysis, qualitative analysis, and synthesis of evaluation findings.

2. List the practical steps you would follow in analyzing a set of quantitative information,

and explain why it is important to begin this process by exploring the data.

3. Identify some of the reasons why it is important for evaluators to employmultiple analysis

techniques, includingproblemsanevaluator couldencounterwhileobtaining information

most relevant to the evaluation questions. What are the benefits of employing multiple

analysis techniques?

4. Define the concepts of Type I and Type II errors, explain why these concepts are important

in evaluation work, and give three instances in which a Type II error would be more

important than a Type I error.

5. In comparative analyses, why should evaluators often follow up statistical tests of main

effects with tests for statistical interactions and subsequent a posteriori tests?

6. Compare and contrast the concepts of statistical significance and practical significance,

give an illustration of why a finding might be statistically significant but lack practical

significance, and identify some ways that an evaluator can examine a finding’s practical

significance. Then state whether it is possible for a finding to be statistically nonsignificant

but practically significant, and justify your response.

7. List criteria for judging whether a set of qualitative information has been sufficiently and

appropriately analyzed.

8. What is meant by the term evaluative conclusions?What is their role in an evaluation? How

are evaluative conclusions appropriately justified, andwhat kind of information should an

evaluator present to a client to justify a set of evaluative conclusions?
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9. Characterize the process involved in synthesizing sets of quantitative and qualitative

information. List as many steps as you can from this chapter’s recommended process for

synthesizing obtained evaluative information.

10. What is the rationale for Scriven’s position that a final synthesis is not always needed or

feasible?Howdoes this claim relate tohis conceptsof formative evaluationand summative

evaluation (see Chapter 14)?

Group Exercises

Exercise 1

Critique the following statement: “All evaluations should include convergent aswell as divergent

stages, and every evaluation should culminate in a bottom-line set of conclusions.”

Exercise 2

Discuss and defend the claim that quantitative analysis and qualitative analysis are comple-

mentary processes. In your discussion, explain and illustrate how these processes support each

other in the presentation of findings.

Exercise 3

Identify a comparative study that is familiar to at least one member of your group. Discuss this

study in terms of what alpha and beta levels make sense given the possibility of Type I and

Type II errors. Identify examples of Type I and Type II errors where the Type II error is more

important than the Type I error. What are the implications of these examples for setting the

alpha level for Type I error?

Exercise 4

Suppose your group has obtained a set of interview responses to a standard set of questions

from different interviewees. List the steps your group would follow to analyze this set of

qualitative information, with special reference to possible pitfalls you might encounter and

must consider.

Exercise 5

Suppose your group has been assigned the task of developing a short course to train eval-

uators in the procedures of qualitative analysis. What procedures might you include in this

course? Place the identified procedures into three groups: essential, important, and marginally

important. (Group members could address this question individually, and then compare and

discuss answers.)
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Exercise 6

Discuss the following questions:

1. Under what conditions can an evaluator appropriately present a client with a set of

recommendations?

2. Under what conditions is this not appropriate?

3. If the evaluator’s basis for offering recommendations is too weak but the client still wants

them, what course of action available from the CIPP model might the evaluator suggest to

the client?
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CHAPTER 24

COMMUNICATING EVALUATION FINDINGS

LEARNING OBJECTIVES

In this chapter you will learn

about the following:

• Complex needs and challenges associa-

ted with reporting evaluation findings

• Procedures for determining and

prioritizing an evaluation’s intended

users and identifying their intended

uses of findings

• The importance of addressing in

contractual agreements reporting and

dissemination of findings, plus follow-

up assistance for applying findings

• The need to engage and build trust

among the full range of evaluation

stakeholders, and ways to do so

• The role and composition of

evaluation review panels

• Keys to effectively providing interim

feedback

• Formats for final evaluation reports

• The contents of and procedures for

applying the Evaluation Report Layout

Checklist

• The applicability of visual processing

theory in reporting

• Ways to lead discussions and manage

conflict

• Suggestions for helping policymakers

and administrators apply findings

• Issues and suggestions in regard to

the presentation of recommendations

• The role of input evaluation in defin-

ing and assessing alternative courses

of action based on an evaluation

Previous chapters have presented theories, standards,

approaches, and procedures needed to conduct sound,

effective evaluations. An effective evaluation will inform

intended users about a program’s merit and worth

and stimulate them to make warranted decisions and

needed improvements. It will also assist them in meeting

needs related to program accountability. Despite the

thoroughness of planning and executing sound data

collection and analysis procedures, however, an evaluator

may fail to effectively communicate findings to the

full range of intended users. Unless interim and final

findings are presented to an evaluation’s intended users

in a timely, systematic, convincing, ethical, and easily

understood manner, the consequences of an excellent

data-gathering and analysis process are likely to be nil

or even counterproductive—especially due to wasted

time and resources and discrediting of the evaluation

function. Evaluators and their clients therefore must

devote serious attention to the reporting function and

excel in its execution.

The importance of effectively communicating evalu-

ation findings to the full range of intended users cannot

be overemphasized. Attention to reporting is an integral

part of planning, even before data are gathered. During this

early stage, the format, style, and content of the final report

should be worked out using inputs from the full range of

intended users of evaluation findings. Evaluators must be

sensitive and responsive, especially to the program staff’s

information needs.Written and oral reports to staff should

be clear, timely, and useful for program improvement. As

appropriate, some of the evaluation reports should address

particular questions of interest to intended users who are
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not part of the program’s staff. By addressing the information needs of the full range of intended

users of evaluation findings, chances are enhanced that the reports will be effectively received

and used.

This chapter provides anorientation to andpractical information for equitably and skillfully

involving stakeholders in the evaluation process, addressing psychological and political threats

to an evaluation’s success, and effectively reporting and promoting the use of sound evaluative

information. Our presentation is designed to be consistent with recent editions of the Joint

Committee on Standards for Educational Evaluation’s Program Evaluation Standards (1994,

2011), two of themost comprehensive and authoritative sources of practical advice for ensuring

that evaluation findings are used. These standards documents stress and explain that evaluation

reports should be relevant, sufficiently comprehensive, balanced, clear, timely, impartial,

defensible, politically viable, and effectively delivered and disseminated. The Evaluation Impact

standard states that “evaluations should be planned, conducted, and reported in ways that

encourage follow-through by stakeholders, so that the likelihood that the evaluation will be

used is increased” (Joint Committee, 1994, p. 59).

We have divided this chapter into six major sections: (1) points from previous chapters

that are relevant to communicating evaluation findings, (2) complex needs and challenges

in reporting findings, (3) ensuring conditions to foster use of findings, (4) providing interim

evaluative feedback, (5) preparing and delivering a final report, and (6) providing follow-up

assistance to enhance an evaluation’s impact.Within each section, we summarize and elaborate

relevant information from selected Joint Committee (1994, 2011) standards, add insights and

examples gleaned from our evaluations, and use the discussion to generate practical advice.

Sample interim and final evaluation reports produced by us and by our colleagues are available

from www.josseybass.com/go/evalmodels.

Review of Pertinent Analysis and Advice from Previous Chapters

Basic aims of a good evaluation as presented in Chapters 11 through 16 are to stimulate and

even excite stakeholders such that they gain insight into their own program, and to enlighten

all involved in the program about its merit, worth, and areas for improvement. A program

evaluation should inform, educate, and convince decision makers about various pathways and

choices for strengthening their program. An evaluator should describe and assess a program

in such a way that program leaders will be helped to decide whether to sustain, expand,

reduce, or terminate the program. Sound evaluations that are effectively reported may assist

with making decisions about purchasing and adopting a new program or adapting a current

one. Moreover, evaluators should configure their reports to help program administrators

address accountability needs, especially when the assessed program involves large outlays of

funds. Finally, field-based program evaluations may inform a wider public about a program’s

background, structure, cost, implementation, and outcomes. In such applications, evaluation

is a public service. Communication and reporting skills are essential to meeting the full range

of evaluation purposes and uses. Evaluators must possess and apply such skills to effectively

deliver findings during and following program implementation to aid program decisionmaking

and accountability.

http://www.josseybass.com/go/evalmodels
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Complex Needs and Challenges in Reporting Evaluation Findings

Inadequate reporting is a pervasive shortcoming in program evaluation (Davidson, 2007;

Evergreen, 2011), perhaps mainly because reporting is seen to be of less importance than

planning, data collection, and analysis. Another reason is that effective communication and

reporting constitute demanding tasks that often are not well covered in evaluation training

programs.

The communication process is neither simple nor always predictable in practice. Often

an evaluator should interact with a client group and provide them with formative feedback

throughout an evaluation and beyond to assist with making program improvement decisions.

Different segments of an audience may require or be entitled to different amounts and levels

of information (Scriven, 2007). In controlling the release of information, an evaluator often

has to deal effectively and diplomatically with contractual and legal constraints and sometimes

has to copewith pressure frommedia or political interest groups for premature or inappropriate

release of findings.Moreover, it can be difficult and disquieting to present a groupwith evidence

of inefficient or failed program execution, and sometimes an evaluator must reveal findings in

the presence of dissension between politically oriented factions. The life of an evaluator is not

easy, especially when delivering unwelcome findings to a group of contentious stakeholders!

It behooves every evaluator to engage productively in the development of skills needed

to effectively communicate evaluation findings. Fundamentally, evaluators must be masters of

written and oral communication. They need to make their presentations factual, interesting,

and persuasive. Often they must make complex technical procedures understandable to those

with little background in evaluation methodology. The necessary communication process

may encompass both informal exchanges and formal reports. Employed media may be oral

or printed, textual or graphic, presentational or interactive, published or unpublished, and

delivered simply or by complex technology. The process may be open and public or restricted

to certain approved intended users. Whatever the nature of the audience and employed media,

the reasons to communicate evaluation procedures and findings are to secure understanding

and appropriate uses and impacts of the evaluation findings.

Beyond preparing and communicating clear reports and helping intended users apply

evaluation findings, evaluators must deal effectively with the psychological and political

aspects of evaluation as a change process (Patton, 2008). Clearly, sound evaluation is a change

process because evaluators aim to convince their clients and other users of evaluation reports to

respect, understand, and use evaluation findings tomake and implement appropriate decisions,

especially those oriented to improving programs. As discussed in Chapter 16 on utilization-

focused evaluation, it is awell-known axiomof any change process thatmeaningful involvement

in crafting and understanding change activities inclines participants to support a program of

change. Evaluators need to be skilled in appropriately involving program stakeholders to help

plan, conduct, and report on evaluations so that stakeholders will understand, respect, and

use findings.

In addition to developing psychological support for evaluations (Donaldson, Gooler, &

Scriven, 2002), evaluators need skills in regard to the political aspects of evaluation. In many
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evaluations, the intended users of findings include multiple groups with different, often

conflicting interests. Not infrequently, one group will seek to exploit the evaluation process

and findings to gain or maintain an advantage over one or more other groups. Moreover,

it is common for stakeholder groups to engage in heated exchanges about the meaning and

practical implications of evaluation reports. Evaluators must therefore be even handed and

scrupulously ethical in serving the evaluation needs of all persons with the right to receive

the findings. Evaluators should not take sides in disputes between stakeholder groups. Also,

they should give voice to all interest groups when it is appropriate to gain stakeholder inputs.

Often it is wise to engage representatives of different interest groups to critique evaluation

plans and draft instruments and reports, discuss with each other their different judgments

of the evaluation work, and convey both their agreements and disagreements to evaluators.

Evaluators should respectfully consider inputs from all stakeholder groups.While showing due

respect for stakeholders’ efforts to offer feedback, however, evaluators often can (and should)

disagree with inputs that lack logic and merit, and they must not give away their evaluation

responsibilities, authority, and independence. Moreover, evaluators should demonstrate that

they value and make appropriate use of critical feedback about evaluation plans, draft reports,

and other evaluation materials.

To effectively address political threats to an evaluation’s success, evaluators especially need

skills to organize and chair discussions among program stakeholders. They should be adept at

anticipating; forestalling if possible; and, as necessary, managing conflict. If organizational and

personnel conflicts exist, these should be recognized as being very much a part of an evaluation

and shouldbe recorded in interimandfinal reports. Such conflictswill impingeonprograms and

have been known to prevent the achievement of intended outcomes. Reporting of debilitating

organizational conflicts is a professional duty of evaluators and should not be evaded.

Establishing Conditions to Foster Use of Findings

An evaluator should not expect that an evaluation’s intended users will automatically make

appropriate, informed use of the evaluation findings (Patton, 1997, 2003, 2005b, 2008, 2012).

Instead, he or she should work with the client to determine the need for evaluation services

following submission of a final report. Such planning has implications for budgeting evaluation

work beyond the collection and reporting of information, so that the evaluator then will be

available to promote and support use of findings. The evaluator should help the client consider

areas of postreporting service (Coryn, 2006; Scriven, 2007), which could include interpreting

findings pertaining to new questions from the program’s stakeholders, identifying the training

needs of program staff, helping the client assess whether a new budget sufficiently addresses

issues found in the program, increasing public understanding and acceptance of a successful

program, or planning for a follow-up investigation to address identified issues. The evaluator

can help members of the client group look into the data produced by the evaluation for

relevant, valid information pertaining to such matters and can assist in disseminating findings.

However, he or she must not assume the role of the client, including making decisions based

on evaluation findings.
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In preparing for a possible evaluation study, an evaluator should and can do much to

promote use of evaluation findings. An especially valuable step is to arrange for the involvement

of stakeholders from the start of deliberations to decide whether to undertake an evaluation.

The evaluator should subsequently maintain a close association with stakeholders throughout

and even after completion of the study. Once the evaluator and the client have decided to

proceedwith an evaluation, they should negotiate a contractwith strong provisions—budgetary

and otherwise—for promoting effective, proper use of evaluation findings (see Chapter 21).We

have often found it advantageous to establish and obtain the services of a broadly representative

stakeholder evaluation review panel throughout an evaluation. Such a panel can review and

give feedback on draft evaluation plans, tools, and reports. We think there is no more powerful

means to promote use of evaluation findings than involving users in the process of producing

those findings, andhaving users review evaluationmaterials is an appropriateway to accomplish

this. Following are discussions of four important ways to foster use of evaluation findings that

often can and should be employed in the process of launching an evaluation.

Involve Stakeholders in the Evaluation

A key principle to follow is that one’s involvement in an evaluation can strongly influence

one’s understanding of, respect for, and use of the results of the evaluation process. Thus,

so far as is feasible, it is wise to involve members of the evaluation’s audience in reviewing

and reacting to evaluation plans, draft reports, and other evaluation materials. A client most

likely is but one element of a right-to-know audience. An evaluator should consider a wide

range of potentially interested parties and identify all those who need and have the right to

receive evaluation reports. He or she should project how the identified intended users could

use the evaluation findings beneficially and should engage as many of them as are available and

willing in helping to make such determinations. Helping intended users early in the evaluation

process to focus on evaluation questions and to consider how they might respond to answers is

a good way to promote their interest in the study and their eventual uses of findings. Patton’s

situational analysis (1997, 2008, 2012) is particularly useful for this purpose.

Determine Intended Users and Their Potential Uses of Evaluation
Findings

Implicit in such evaluation user involvement is the important task of identifying intended users

of reports. To be effective, a report must target, as one of the user groups, those involved

in a program who at least initially are best placed to propose questions for the study and

who logically will be most concerned about evaluation outcomes. This strongly aligns with

our often-stated contention that any useful evaluation should have an impact on improving

a subject program. An evaluation’s intended users should also include stakeholders who will

use or be affected by a program’s implementation and outcomes. Unfortunately, it is common

for evaluators to ignore some stakeholders that not only could give clarity and definition

to an evaluation but also could act against the best interests of the study’s purposes out of

understandable chagrin at being left out. Moreover, such potential users, lacking awareness
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of relevant insights arising during the evaluation and becoming confused about aspects of

reports, may make decisions of their own accord, to the detriment of program development.

In defining the audience for an evaluation report (often working in conjunction with the client

to do so), there is the ever-present difficulty of pinpointing the most appropriate people. A

sound rule of thumb is to assign a high priority to those persons and groups who will use an

evaluation’s outcomes to strengthen a program and often an organization itself. In this audience

identification process, depending on the circumstances, a stakeholder evaluation review panel

may be approached to review the evaluator’s definition of intended users of evaluation reports

to ensure that all pertinent stakeholders are represented.

Table 24.1 provides a framework for identifying intended users of evaluation findings and

their intended uses of the findings. The cells in the first column list a wide range of potential

users of evaluation findings, and the headings of the remaining columns identify typical uses

of findings. In the first use, program leaders and staff apply findings to focus and develop a

program, as occurs in the context and input stages of the context, input, process, and product

(CIPP) model (see Chapter 13); also, staff members work toward ongoing improvement of the

program, as occurs in Scriven’s formative role of evaluation and the CIPP model’s process

stage. In the second use of findings, those responsible for program operations and results

compile evaluative information into accountability reports and present these to the program’s

financial sponsor and other interested parties, such as beneficiaries. The table’s third use

of findings focuses on groups that may want to adopt the program and apply it elsewhere.

In the table’s fourth use of findings, various groups, such as program staff, a professional

organization, or a professional journal, may want to publish the findings and distribute them

broadly. The fifth noted use involves studying findings to become better informed about the

involved phenomena. Among the groups whomerely want to study the program’s findings may

be researchers, college and university instructors, graduate students, and other members of the

scientific community. Clearly, many evaluations have a diverse audience with varied interests

in the findings. Evaluators are advised to analyze the audience carefully at the outset of and

throughout a study to provide a basis for communicating findings effectively and receiving

feedback of use in making the evaluation a high-quality, respected enterprise.

We suggest that evaluators use this table tomake an initial approximationof the evaluation’s

intended users and how different parties could be expected to use an evaluation’s information.

This initial approximation could be represented by checkmarks in the appropriate cells. After

evaluators interact with program stakeholders to validate and finalize such approximations,

they can apply the analysis, along with other information, to decide what reports would make

the most impact, what persons and groups should receive which reports, how reports should

be tailored to the different parties’ interests, and when and how reports should be delivered.

To make such determinations, evaluators should learn as much as possible about an

evaluation assignment. When feasible, they should do so before they agree to do a study,

complete a design, or negotiate a contract. They should explore with the client the question of

appropriate report recipients and their information needs, and should obtain and study relevant

documentation, especially the program proposal. Other relevant background materials could

include the needs assessment that led to the development of the program, a request for proposal
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Table 24.1 Format for Identifying Potential Users of an Evaluation’s Findings and Determining How They Will Use the Findings

Potential Uses

Potential Users

of Evaluation
Findings

Program
Development

and Improvement

Program

Accountability

Program

Adoption

Dissemination Understanding

of Involved

Phenomena

Other

Client (the person who

requested the evaluation, such

as the head of the organization

in which the program is housed)
...................................................................................................................................................................................................
Funder (if different from the

client)
...................................................................................................................................................................................................
Program director
...................................................................................................................................................................................................
Program staff
...................................................................................................................................................................................................
Policy board
...................................................................................................................................................................................................
Program advisory committee
...................................................................................................................................................................................................
Program recipients
...................................................................................................................................................................................................
Minority group stakeholders
...................................................................................................................................................................................................
Persons who might be harmed

by the evaluation
...................................................................................................................................................................................................
Potential adopters of the

program
...................................................................................................................................................................................................
Personnel of competitive

programs
...................................................................................................................................................................................................
Scientific community
...................................................................................................................................................................................................
Instructional and training staffs
...................................................................................................................................................................................................
Government programs
...................................................................................................................................................................................................
Foundations
...................................................................................................................................................................................................
Legislators
...................................................................................................................................................................................................
General public
...................................................................................................................................................................................................
Media outlets
...................................................................................................................................................................................................
Libraries and archives
...................................................................................................................................................................................................
Stakeholder evaluation review

panel
...................................................................................................................................................................................................
Legal community
...................................................................................................................................................................................................
Other

that led to the submission of a proposal for funding the program, pertinent correspondence,

minutes of meetings, press clippings, and other significant materials. Evaluators should also

contact representatives of different segments of the evaluation’s audience, ask them to identify

issues that they believe should be studied, invite their identification of sources of relevant

information, and ask them to identify other persons who should be interviewed.
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An evaluator especially should find and interact with all who might be harmed as a

consequence of the evaluation. They should be invited to state any concerns they have about

the evaluation’s potential fairness andwhat they think should be done to protect the evaluation’s

integrity.

We emphasize that, if possible, evaluators should perform a background investigation

before agreeing to do a study. Such an investigation is invaluable for deciding whether to

conduct an evaluation and, if so, how to design, conduct, and report on the study so that it will

be fair to all parties, and so that its findingswill be used. A preliminary background investigation

has special value for identifying all segments of the audience, engaging representatives to help

focus the study, convincing them that the study is worth doing, convincing them that the study

will not be a witch hunt or whitewash, and determining with their help how they might use the

evaluation findings.

Build Trust and Viability Through Evaluation Contracting

Evaluators are wise to negotiate appropriate contractual agreements that safeguard their ability

to interact equitably and appropriately with all stakeholders and ensure a study’s integrity.

Contracts provide a basis for settling disputes about such matters as which groups should

receive which reports; who will help edit reports; who will have final editorial authority; how

reports will be evaluated and finalized; and how, when, and to whom they will be disseminated.

We believe that the evaluator should insist on final editorial authority and secure advance

agreements in regard to the right-to-know audience and release of findings.

Negotiating a sound evaluation contract helps set the conditions for effectively dissemi-

nating evaluation findings. Such a contract should clearly define the evaluation’s right-to-know

audience, the evaluation questions, a schedule of interim and final reports, which reports will

be provided to each segment of the audience, opportunities that stakeholders will have to

contribute to the evaluation, authority over editing and disseminating reports, any provisions

for prerelease review of reports, opportunities for program personnel to rebut reports, and

provisions for reviewing and updating contractual agreements as needed. Although evaluators

will contract with a client, before signing an agreement they should at least consult with rep-

resentatives of groups that will be directly affected by the subject evaluation. Clearly, reaching

and making public an appropriate set of advance evaluation agreements does much to build

trust with program stakeholders and can incline them to respect the evaluation and make use

of its findings.

As a practical matter, an evaluation contract should provide for financing evaluation

services related to promoting and supporting appropriate use of findings following delivery

of the final report (Coryn, 2006). In many evaluations, there is only a vague notion that the

evaluator will assist users in interpreting and applying evaluation findings after they have been

reported. If the evaluation contract and budget do not provide for funding the evaluator’s

follow-up involvement, he or she will be unlikely to help users understand, interpret, and apply

the findings. The lack of such assistance can render an otherwise sound evaluation relatively

cost-ineffective, and failure to budget for such follow-up assistance can be penny-wise and
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pound-foolish. It is in an evaluation client’s interest to anticipate the need for and fund the

follow-up services of the evaluator so that there will be a maximum return of evaluation use

for the typically much larger investment in collecting and reporting evaluation findings. (For a

broader discussion of evaluation contracting, see Chapter 21.)

Establish a Stakeholder Evaluation Review Panel

In proceeding with an evaluation, we have often found it important to appoint and engage the

services of a stakeholder evaluation review panel that includes representatives of the different

segments of the evaluation’s audience, as illustrated in Table 24.1. The panel’s role is to review

and provide critical reactions to draft versions of the evaluation design, schedules, instruments,

reports, dissemination plans, follow-up plans, and the like. The panel should be charged with

assessing the draft materials for accuracy, clarity, feasibility, relevance, importance, and likely

impact on the subject program’s staff and other stakeholders.

We stress that this panel should be labeled a “review panel,” not an “advisory panel”

or “steering committee.” Providing critical reviews is within the capabilities of a wide range

of stakeholders. It is also a vitally important formative metaevaluation task, as discussed in

Chapter 25. However, such a group typically lacks, within its membership, sufficient capability

to suggest how deficiencies in evaluation materials should best be overcome. Also, steering

an evaluation is in the evaluator’s sphere of responsibility and authority. Evaluators must not

give away this role to a stakeholder review panel, as is wrongly advocated in empowerment

evaluation, which we consider to be a pseudoevaluation approach (see Chapter 5). We have

seen disastrous consequences when an evaluator has delegated to a steering committee the

authority essentially to direct the evaluation work. Results of such a transfer of control can be

confusion, conflict, and filibustering among members of a heterogeneous group who believe

they can and should decide how an evaluation should or should not proceed. Another possible

counterproductive effect is role conflict between the evaluator and the steering committee.

Members’ judgments on how evaluations should be carried out and on what findings and

conclusions should and should not be reported are all too easily influenced by their vested

interests related to the program. Although evaluators should be open to suggestions from a

review panel, they should emphasize that the panel’s main role is to critique, not to engineer

evaluation activities. Given this stance, evaluators can receive possibly contradictory critiques

from different stakeholders with different points of view and assess and use these inputs

according to their merit. Of course, evaluators should inform the panel periodically about how

plans and evaluation tools may have been modified in response to the panelists’ inputs.

Example of a Stakeholder Evaluation Review Panel

In an evaluation of a state’s teacher evaluation system, the evaluation team benefited by

appointing and using the inputs of a review panel that was broadly representative of groups

with interests in the state’s education system. The state superintendent of public instruction

chaired this panel. Twomembers of the evaluation team served as the evaluation’s leaders. They

provided the panel with advance evaluation materials for review, attended panel meetings,
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listened to the panel’s critiques of evaluation materials, asked questions as appropriate,

responded to panelists’ questions, prepared reports of each panel meeting, and used the panel’s

critiques to strengthen the evaluation and promote use of findings.

The panel members were commanding officers of the state’s two large military posts

(because many children of servicepeople attended the state’s public schools), the president

of the state teachers’ union, an elementary school teacher, a middle school teacher, a high

school teacher, an elementary school principal, a middle school principal, a high school

principal, the director of the state’s teacher evaluation system, a member of the state board

of education, the director of the federally supported educational research and development

center located in the state, a dean of an area college of education, an educational measurement

specialist, a data processing specialist, a representative of the state chamber of commerce, a

representative of the state office of the National Association for the Advancement of Colored

People, the majority leaders of the state’s senate and house of representatives, a representative

of one of the state’s largest industries, two high school students, a parent with children in an

elementary school and a middle school, and a parent of a high school student. This panel was

broadly representative of those who could be expected to be interested in seeing the state’s

teacher evaluation system strengthened, and it included persons with relevant substantive and

technical expertise.

The panel met for about ninety minutes approximately every six weeks throughout the

eight-month evaluation. About ten days prior to each meeting, the evaluation’s director

supplied the panelists with materials to be critiqued plus an agenda (prepared with the panel’s

chair) and asked each panelist to review thematerials prior to themeeting. During themeeting,

the state superintendent led the panel through the agenda, which consisted mainly of hearing

panelists’ critical reactions to the subject evaluation materials and their responses to questions

posed by the evaluation team. A special responsibility of the chair was to ensure that all

panelists had the opportunity to be heard and that no panelist dominated the discussion. An

especially effective technique for managing discussions in a large group is to place a tented

name placard in front of each participant and ask anyone who wants to speak to set the placard

on its end. The chair can then recognize each person who has something to say in the sequence

in which placards were turned up.

One evaluation team member kept notes of the meeting. As needed and requested by the

chair, the evaluation’s director helped keep the meeting focused on its agenda items. Although

there was never an attempt to force a consensus, each meeting was concluded by inviting each

panelist in turn to state what he or she considered the most important point for consideration

by the evaluation team. Group members could choose to pass on this opportunity to speak.

Following eachmeeting, a member of the evaluation team prepared the minutes of the meeting

and sent them to the state superintendent of public instruction for his distribution of copies to

the review panel’s other members.

This use of the evaluation review panel proved to be highly effective. The panel provided

valuable critiques and related information to the evaluation team. The team used these inputs

to address issues in the evaluation as appropriate. The team also kept the review panel

apprised of how their inputs were being used to strengthen the evaluation. In the process
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of reviewing evaluation materials, the panelists became familiar with the evaluation process

and eventually its findings. They also came to understand and respect the different points of

view represented by the panelists. To be sure, issues were raised and debated. From meeting

to meeting, however, the panelists found it increasingly easy to reach and express consensus

opinions. Without question, members’ participation on the panel inclined them to respect

evaluation process and findings and support use of the findings for reforming the state’s

teacher evaluation system. Moreover, through their critiques, panelists contributed to the

evaluation’s quality and impact. Following delivery of the final report, panelists were also

helpful in disseminating findings to their reference groups.

Checklist for Conducting Review Panel Meetings

We have found the checklist that appears in Exhibit 24.1 to be effective for ensuring efficient,

evenhanded, professional exchange among a diverse group of stakeholders at review panel

meetings. Although this checklist is keyed to securing panel reviews of draft evaluation reports,

with slight modification it is also applicable to obtaining reviews of other evaluation mate-

rials, such as standards to guide the evaluation, data collection instruments, and plans for

disseminating findings.

Exhibit 24.1 CHECKLIST FOR EFFICIENT CONDUCT OF EVALUATION REVIEW PANEL

MEETINGS

Work with the client to identify and recruit members for a representative stakeholder

review panel.

Engage the client or her or his representative to chair the panel.

Appoint a recorder for review panel sessions.

Schedule review panel meetings to occur about two weeks after drafts of key reports

(or other evaluation materials) will have been developed.

About ten weekdays in advance of a review panel meeting, distribute the draft report

to be read in advance of the meeting.

At themeeting, place on the conference table in front of eachparticipant a tent-shaped

placard with her or his name printed in large letters on both sides.

Inform the participants that when desiring to speak they should set their placard on

end so the chair can recognize them.

Make it clear that for the sake of efficient communication, panelmembers should speak

only when called on by the chair.

Define the group’s task as being to review the predistributed draft report.

Make it clear that the panel is not expected to offer advice concerning the evaluation’s

technical approach.
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State the session’s main objective—that is, to identify the strengths and weaknesses

of the draft report, including inaccuracies and ambiguities.

Stipulate that all inputs related to the session’s objective are welcome and that

everybody is encouraged to offer his or her input.

Confirm that all inputs from participants will be recorded in the session’s minutes,

distributed to panel members, and systematically considered in correcting or strengthen-

ing the evaluation report.

Note that panelists will see the fruits of their inputs in subsequent, finalized reports

that will be sent to them.

Engage a member of the evaluation team to brief the review panel on key aspects of

the draft report and to identify key questions requiring responses from panelists.

Provide a brief period for participants to pose questions for response by an evaluation

teammember.

Devote the major part of the meeting to receiving panelists’ comments concerning

strengths and weaknesses of the predistributed draft report.

Do not strive to resolve disagreements between inputs from participants during the

meeting, but accept and record any clarifications panelists want to offer, including their

attempts at resolution.

In concluding the meeting, invite each panel member to present a bottom-line

statement denoting his or her view of the meeting’s most important message, which

could be, for example, a judgment of the evaluation report’s value, a recommendation for

strengthening future evaluation operations, particular information that should be included

in the next report, and so forth.

Conclude the meeting with the chair summarizing what he or she heard, thanking all

for their participation, and projecting the panel’s future involvement.

Providing Interim Evaluative Feedback

Once an evaluation has been contracted and funded, the evaluator conducts the data collection

and analysis activities. Throughout this process, the client group often requires interim reports.

This is particularly the casewhen the evaluation is oriented to supporting programdevelopment

and improvement, often called the formative role. Not all evaluations serve formative roles;

with those that are exclusively summative in their orientation, there may be little or no need

for interim reports other than progress reports given to the client to show that the evaluation

is on track.

In some cases, an interim report is mainly an early approximation of the eventual final

report. This is especially so in applying Scriven’s consumer-oriented approach to evaluation.
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Under this approach, an interimreport addresses thosebottom-linequestions forwhichdata are

currently available. Successive interim reports will have gaps where data are not available, but

over time the reports will become increasingly complete in addressing all the items in Scriven’s

Key Evaluation Checklist (2007; see Chapter 14 and www.wmich.edu/evalctr/checklists).

Evaluators may determine the contents of interim reports by employing any of a number

of evaluation approaches. For example, in applying the CIPP model, successive reports

may be structured to answer questions about context, inputs, processes, and products, as

discussed in Chapter 13 and detailed in the CIPP Evaluation Model Checklist (www.wmich

.edu/evalctr/checklists).

Beyond addressing the requirements of an employed evaluation approach, evaluators

should also consider and, as feasible, be responsive to stakeholders’ questions as they emerge.

This requires ongoing interactions between evaluators and stakeholders (as in an evaluation

review panel approach). Such ongoing interactions are strongly present in the CIPP model,

Stake’s responsive evaluation approach (see Chapter 15), and Patton’s utilization-focused

evaluation (see Chapter 16 and his checklist at www.wmich.edu/evalctr/checklists).

In our CIPP model–oriented evaluations, we have developed and applied an interim

reporting approach that we call the “feedback workshop technique.” This is a method for

systematically conveying draft interim findings to a program’s leaders and staff, guiding their

discussion of the findings, obtaining their critical reactions to draft reports, supporting their use

of findings, and using their feedback to strengthen evaluation plans and materials. In applying

this procedure, the evaluator sends draft reports (and possibly drafts of other evaluation

materials) to a group as jointly determined by the program director and the evaluator. Typically

this group comprises key program staff members and may have a broader composition.

The evaluator sends an interim report to the designated group approximately ten days

in advance of a feedback workshop, asking the members to review the findings prior to

the workshop. The evaluator asks members of this group to identify any factual errors

and ambiguities that they see in the report (and other materials that may have been sent).

It is appropriate for the evaluator to solicit and consider critiques concerning clarity and

defensibility of conclusions. He or she should not, however, invite program staff members

or others in attendance to change evaluative conclusions, because these are the evaluator’s

responsibility. Although the evaluator should listen to critiques of draft conclusions, he or

she must not relinquish his or her authority over determining conclusions. Exercising control

over the statement of conclusions is essential if the evaluator is to maintain credibility as an

independent investigator.

At the workshop, the program director presides and leads the group through an agenda.

Basically, it includes the following items:

1. The program director summarizes the workshop agenda and engages those present to

finalize and approve it.

2. The evaluator briefs those at the meeting on the draft evaluation report and any other

associated materials (using either overhead projector transparencies or a PowerPoint

presentationwith associated handouts). He or she then invites attendees to identify factual

http://www.wmich.edu/evalctr/checklists
http://www.wmich.edu/evalctr/checklists
http://www.wmich.edu/evalctr/checklists
http://www.wmich.edu/evalctr/checklists
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errors and ambiguities in the draft. He or she notes that as an independent evaluator, he

or she has to maintain authority over the evaluation’s findings and conclusions and is not

asking those present to amend either of these.

3. The program staff members and others present offer critical reactions to the draft

evaluation report and other materials that may have been provided. The reactions may be

in the form of oral comments, written notes handed to the evaluator, or marginal notes

on copies of the draft report or other materials.

4. The program’s representatives subsequently discuss the relevance of findings to possible

program improvement initiatives.

5. As appropriate, the program director engages the staff and others in formulating program

improvement decisions.

6. The program director invites each attendee to identify the most important point that

surfaced in the meeting.

7. The evaluator briefs the attendees on upcoming evaluation activities and may request

assistance in carrying them out, such as helping with distribution of questionnaires or

arranging access to program files.

8. The evaluator invites attendees to identify any new evaluation questions that should be

addressed in a subsequent interim report.

9. The evaluator engages the program’s representatives in planning and scheduling the next

feedback workshop.

10. The program director summarizes and adjourns the meeting.

Immediately after the feedback workshop, the evaluator may meet informally with the

program director and some staff members, perhaps over lunch. Experience indicates that

parties find such informal exchanges valuable for applying the interim findings to program

improvement, strengthening the evaluation, and strengthening communication between the

evaluator and the client group.

Following each feedback workshop, the evaluator prepares the minutes of the meeting and

sends this document to the program director for distribution to staff and others as appropriate.

The evaluator also uses information from the workshop to correct any factual errors and

ambiguities in the draft evaluation report and other evaluation materials that may have been

critiqued. He or she finalizes the report and accompanying materials and sends the updated

versions to the program director for distribution, as appropriate based on advance agreements.

The feedback workshop technique is keyed to effecting two-way communication about

interim findings between evaluator, program staff, and possibly other members of the client

group. The technique has proved effective for keeping interim feedback focused on program

improvement needs and for helping client groups make relatively immediate use of findings for

program improvement. The technique also is invaluable for providing the evaluatorwith critical

feedback of use in strengthening draft reports and other materials. These exchanges have value

for keeping interim feedback relevant to emergent program developments, updating evaluation

plans as appropriate, and obtaining the assistance of program staff in subsequent data collection
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activities. This technique has proved so useful that we advocate its use in any evaluation that

involves the provision of interim feedback. (A checklist by Gullickson and Stufflebeam [2001]

for applying this technique is available at www.wmich.edu/evalctr/checklists.)

Preparing and Delivering the Final Report

Most evaluations culminate in a final report. Multiyear evaluations typically require annual

evaluation reports as well as the ultimate final report. Basically, the annual or final reports

should be comprehensive yet reader friendly. This often means that the evaluator should

provide different versions of his or her final report—for example, an executive summary;

a full report of findings and conclusions; and an extensive technical appendix (or separate

technical report) detailing procedures, tools, and data. Final reports may be printed or posted

on aWeb site. They may be supplemented with audiovisual materials for use in presenting and

discussing the findings in group settings.

The example report outlines we provide in this section should be useful for evaluators as

they consider how to organize their own culminating reports. However, we emphasize that

reporting needs of different evaluations will vary and that no one outline is sufficient for

structuring all evaluation reports. Instead, evaluators should carefully study the needs of their

audiences and exercise responsiveness and creativity in crafting reports.

Formats for Final Evaluation Reports

Formats for culminating reports vary according to the evaluation approach being followed,

the requirements of the evaluation’s sponsor, the nature of the evaluand, the homogeneous or

heterogeneous nature of the audience, and stakeholders’ particular evaluation questions and

special information needs. Some reports assess the relative merits of an array of alternative

programs, services, or products. Other reports will focus on the background, structure, costs,

implementation, and outcomes of a single program or other object. Whatever the report

format, it should conform to advance agreements on reporting.

Consumer Reports

Consumer reports that assess alternative objects focus on classes of objects that are available

to consumers, alternatives within each class, and the relative costs and merits of objects

within each class. Consumer Reports is the gold standard for reports that inform consumers

about the relative merits of alternative products and services. Any issue of that magazine

provides excellent examples of such reports. Within this book, Chapter 10 is an example of a

consumer-oriented evaluation report because it critically examines the relative merits of nine

alternative evaluation approaches against thirty standards for evaluations.

Another example appears in Exhibit 24.2. It is an outline for a hypothetical evaluation

report focused on assessing alternative computers for classroom use. As this outline illustrates,

consumer-oriented evaluation reports are keyed directly and concisely to serving consumers’

decision-making needs. These reports focus on a particular consumer need, such as to select

a type and brand of computer for use in classrooms. In drafting such a report, an evaluator

http://www.wmich.edu/evalctr/checklists
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arrays a reasonable range of decision alternatives—as determined in the evaluation’s original

design—and classifies them into types (for example, laptops versus desktops, Macintosh versus

Windows based).

Exhibit 24.2 ASSESSING COMPUTERS FOR CLASSROOMUSE

Contents

Introduction

Recent developments in Windows-based and Macintosh desktops and laptops

History of computer use in classrooms

What the future holds in terms of new hardware

Will today’s machines be obsolete?

Basic contrasts

How to choose

Laptops versus desktops

Windows based or Macintosh

Dependability and service

Discounts for schools

School needs and availability of programs for educational applications

Compatibility with other hardware

Cost

Warranties

Graphic comparison of ten brand-name laptops on . . .

Frequency of repairs

Users’ ratings of technical support

Teachers’ ratings of classroom utility

Graphic comparison of ten brand-name desktops on . . .

Frequency of repairs

Users’ ratings of technical support

Teachers’ ratings of classroom utility

Tabular comparisons of five low-budget laptops on . . .

Cost

Six technical criteria

Memory and RAM

Advantages

Disadvantages

Overall merit

Tabular comparisons of five moderate- to high-budget laptops on . . .

Cost

Six technical criteria
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Memory and RAM

Advantages

Disadvantages

Overall merit

Tabular comparisons of five low-budget desktops on . . .

Cost

Six technical criteria

Memory and RAM

Advantages

Disadvantages

Overall merit

Tabular comparisons of five moderate- to high-budget desktops on . . .

Cost

Six technical criteria

Memory and RAM

Advantages

Disadvantages

Overall merit

Best buys

For classroom use with a low-budget laptop

For classroom use with a moderate- to high-budget laptop

For classroom use with a low-budget desktop

For classroom use with a moderate- to high-budget desktop

The methods behind the ratings

Clearly, a consumer report format is useful when assisting the report’s users to critically

contrast and compare alternatives to reach an adoption or purchasing decision. Often such

alternatives are in the form of products, such as vacuum cleaners, refrigerators, or textbooks.

The alternatives can also be softer, as in different approaches to delivering reading instruction

or, as seen in Chapter 10, different approaches to evaluating programs. Clearly an evaluator’s

repertoire for conveying evaluation findings should include the consumer report approach.

Single-Object Reports

In contrast to consumer-oriented evaluations, many evaluations focus on a single program

or other object. Rather than helping audience members in making adoption or purchasing

decisions, the final reports of these studies typically sum up the nature and accomplishments

of the given object. Decisions to be served may include deciding to continue, reduce, expand,

improve, or terminate a program. These final reports often are keyed to informing a broad
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audience about the program’s background, structure, implementation, costs, main effects, and

side effects.

Exhibit 24.3 contains the contents page for a summative evaluation that focused on a single

project—the self-help housing project referenced in previous chapters. The final report of this

evaluation is noteworthy for its unique organization. Like most other final evaluation reports,

all of the contents of this report (except for a detailed technical report) were inside one pair of

covers. However, this report essentially was three reports in one. The intention behind using

this format was to provide different reports for study by different segments of the audience

and to make it easy for members of each segment to locate quickly and read the part of the

presentation that most interested them.

Exhibit 24.3 CONTENTS PAGE FOR THE SELF-HELP HOUSING EVALUATION

Contents

Executive Summary

Prologue

Introduction

Report One: Project Antecedents

1. Consuelo Foundation

2. Genesis of the Project

3. Project Context

(Photographic Reprise)

Report Two: Project Overview

4. Project Overview

5. Recruitment and Selection of Project Participants

6. Home Financing and Financial Support

7. Construction Process

8. Social Services and Community Development

(Photographic Reprise)

Report Three: Project Results

9. Evaluation Approach (initial planning grant, audience and reports, purposes, design,

evaluationquestions, basis for judging theproject, data collection, environmental analysis,

program profiles, traveling observers, case studies, interviews, goal-free evaluations,

feedback workshops, synthesizing findings, personnel, constraints, cost of the evaluation,

metaevaluation)
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10. Evaluation Findings (context, inputs, process, impact, effectiveness, sustainability, trans-

portability)

11. Conclusions (project strengths, project weaknesses, key lessons learned, bottom-line

assessment)

(Photographic Reprise)

Epilogue

Acknowledgments

References

About the Evaluators

Appendices

A. Evaluation Reports

B. Traveling Observer’s Handbook

C. Case Study Participants

D. Case Study Interview Protocol

E. Builder Interview Protocol

F. Evaluation Personnel

G. Metaevaluation (attestation of the evaluation’s adherence to professional evaluation

standards)

H. CIPP Evaluation Model Checklist

I. Evaluation Contract

Another unique feature of this composite report was that each individual report concluded

with a photographic retelling of the report’s story. This was feasible in this evaluation because of

the visible nature of a host of vital project elements. Photographs pertaining to Report One on

project antecedents showed the beauty of nearby mountains and ocean beaches; the run-down

nature of area neighborhoods; the presence of squatters on area beaches; a village of small,

two-room structures for homeless people; area schools and recreation facilities; area stores and

restaurants, including boarded-up buildings; leaders of the project’s sponsoring foundation;

and project staff in their planning sessions at foundation headquarters. Photographs recapping

the Report Two story of project implementation portrayed project staff; vacant building plots

prior to construction; contractors providing project beneficiaries with on-the-job instruction

in construction procedures; beneficiaries at work building their houses, including women and

men operating power equipment with which they were previously unfamiliar; the project’s
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community center and playground; the variety of types of houses built; houses in various stages

of construction; cul-de-sacsdesigned to foster community cohesion; landscaping aroundhouses

and the community at large; expensive stone walls and heavy iron gates that home owners had

erected to mark off their property and keep it secure; the celebration and blessing that followed

each construction cycle; happy families each inside or outside their just-completed house;

and participation of children and their parents in educational and social support activities.

Photographs reprising the Report Three story of the project’s results confirmed that after seven

years, the foundation and beneficiaries had produced a wonderful community made up of

attractive houses and well-kept yards plus a diverse population of grateful, low-income home

owners and their families.

The photos showed happy children—in front of their well-constructed houses, at play,

and being mentored by a local teacher in the community’s study center; nicely landscaped

properties; happy couples proudly standing in front of the house each had built; community

picnics and parties; an impressive center designed to house community activities; and a large

number of home owners in a community meeting. This set of photos was concluded with two

adjacent photos intended to sum up what had been accomplished. One showed the project’s

benefactor, Consuelo Zobel Alger, who prior to her death had declared, “I want to spend

my heaven doing good on earth.” The other concluding picture was a panoramic view of the

beautiful, child-friendly new community, named the Spirit of Consuelo.

In this evaluation, the sequence of photographs at the end of each report had a number of

advantages for readers. It helped them better assess and appreciate why and how the project

was started, where it was conducted, whom it served, who led the project, who performed the

various tasks, how the project was designed and carried out, how it progressed over time, and

what it accomplished. As the evaluation’s director, this book’s first-named author observed

that reviewing photographs stimulated some readers to return to certain sections of the report

to deepen their understanding of project implementation and accomplishments. The pictures

also stimulated and aided discussion about certain issues in the project, such as the values

underlying the project and home owners’ propensity to mark off their respective properties

with impressive stone walls and gates. Some readers of the report told us they would have been

skeptical about its printed claims of high project success had they not seen the successes vividly

displayed in photographs. Based on our experience in this evaluation, we strongly recommend

the use of photographic repriseswhen aproject’s characteristics are highly visible, and especially

when a project’s progression and success (or failure) can be demonstrated in an appropriate

sequence of pictures. Now we look more closely at the composition of the Spirit of Consuelo

evaluation report (available from the book’s Web site at www.josseybass.com/go/evalmodels).

Report One was aimed at potentially interested persons who had no prior knowledge of the

project, its sponsor, or its environment. This report presented information on the Consuelo

Foundation, the values it imparts to its projects, why and how this organization started the

self-help housing project; the assessed needs of working poor and homeless people in the area;

the project’s environment of mountains, seacoast, and poverty-stricken neighborhoods; and

its economic, demographic, and social characteristics. This report addressed each of these

matters in some detail. Persons from around the world who had expressed interest in this

http://www.josseybass.com/go/evalmodels
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project wanted such background information. The evaluation’s client group was already well

informed on these matters, however, and needed only to skim the contents of Report One.

Report Two presented the details of project implementation. It was especially addressed to

persons and groups that might be interested in replicating the project’s unique approach

to values-oriented, self-help housing and community development. This report presented

an overview of the project’s rationale, values, targeted beneficiaries, goals, structure, staff,

operations, and financing. Especially, this overview explained how, during each of seven annual

increments, six to seventeen pairs of cobuilders had worked together on weekends over a ten-

month period to build the houses that on completionwould be assigned by lottery to the builder

pairs. The report presented the criteria for choosingproject participants and explainedhow they

were recruited and chosen. It described the selected cobuilders, including their backgrounds,

demographic characteristics, ethnic composition, education levels, areas of employment, and

especially their children. It explained the approach to helping project participants obtain

mortgages and related loans. It described the foundation’s investment in the project and how

it would recoup some of the investment. It explained how project participants built their own

houses, how they were trained and assisted to do so, and how they were supervised. It described

the roles of the contractors who trained the project participants and of those who did the

specialized electrical, plumbing, and concrete work. It described the state’s role in constructing

and maintaining roads and infrastructure and inspecting the various stages of construction.

It reported on why and how the foundation erected a community center and explained the

covenants and rules for living in this community. Report Two also discussed how the Consuelo

Foundation’s staff delivered social and community development services throughout the life

of the project. Clearly, this second report was intended to inform interested parties about the

project’s nuts and bolts and what would be required to mount and conduct similar projects.

Report Three presented the project’s results. These were assumed to be of interest to all

segments of the evaluation’s audience. This report summarized the details of the employed

evaluation approach, including the initial grant to plan the evaluation; the evaluation’s intended

users, their information needs, and the reports that were tailored for use by different groups;

employment of the feedback workshop technique; intended uses of evaluation findings; value

bases for judging the project; data collection tools and activities; plans for synthesizing

and reporting evaluative information; evaluation personnel and costs; constraints on the

evaluation, such as prohibitions against recording interviews with beneficiaries; and provisions

for evaluating the evaluation. The core of Report Three included findings divided according to

the different components of the CIPP model and focused especially on the assessed needs of

targeted beneficiaries and the local area. The findings were presented in terms of the project’s

context, structure, process, reach to the targeted beneficiaries, effectiveness in addressing

beneficiaries’ needs, sustainability, and transportability. Report Three’s ensuing conclusions

were divided into the project’s strengths andweaknesses, key lessons learned, and a bottom-line

assessment. The last focused on the project’s quality; worth to beneficiaries, the local area, and

community developers around the world; and unfulfilled needs and objectives.

Following presentation of the three core reports, the overall document concluded with

an epilogue, recognition of those who contributed to the evaluation, references to the interim
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reports that led to the final document and relevant publications, information about the

evaluators and their home organization, a pull-out copy of the executive summary, and

appendices. The appendices contained data collection instruments, interim evaluation reports,

information about project beneficiaries and evaluation staff, a self-assessment metaevaluation

by the staff, and a copy of the CIPP Evaluation Model Checklist. The metaevaluation was

keyed to the thirty 1994 Joint Committee program evaluation standards. The appendices

provided a modicum of information about the design, tools, and implementation of the

evaluation that probably satisfied the interests of most members of the audience. Techni-

cal specialists in the evaluation community, however, probably would require much more

detail about the evaluation’s methodology than could reasonably be contained in one doc-

ument designed to serve all segments of the evaluation’s diverse audience. Therefore, in

evaluations such as the one described here, we advise evaluators to prepare a separate,

detailed technical report on how the evaluation was designed, instrumented, carried out,

and assessed.

The Role of Visual Processing Theory in Reporting Evaluations

Only recently has visual processing theory, coupled with significant advances in data visual-

ization, been recognized as a means for more effectively communicating evaluation results. As

Evergreen (2010, 2011) noted:

There is now a somewhat clearer idea of how much visual science and graphic design

have been incorporated into evaluation communication and reporting. According to visual

processing theory, evaluation report authors aremissing opportunities tomore fully engage

their readers. The use of color, placement, and size to emphasize critical information could

help evaluators more efficiently communicate. Some factors, like choice in typeface and

color of type, that have the ability to impair legibility appear to be well-managed. Yet, in

some areas, authors are designing reports that actively work against reader comprehension.

(2011, p. 70)

The statistician John Tukey was one of the first to promote graphic methods for displaying

statistical data (for example, he introduced the boxplot in his 1977 book Exploratory Data

Analysis). Tukey’s important work in pioneering data visualization set the stage for the

many advances in data display and visualization that have occurred in the last few decades.

One of the most influential and far-reaching scholars in data display and visualization in

the last quarter century is Edward Tufte. In his book Envisioning Information, Tufte (1990)

emphasized creating data displays that maintain integrity and even beauty, acknowledging the

utility of typography, grid systems, and asymmetrical page layout for making findings vivid

and understandable. Referring to an overall report, not simply the visual display of data, he

readily acknowledged that the credibility of data can be lost with poor design (Tufte, 1990,

1997). Generally, Tufte (2001) has advocated the following principles for visual representations

of data:
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• Use color selectively to highlight.

• Use light-grey gridlines (when gridlines are used at all) so as not to distract from the data.

• Avoid line patterns or textures that cause visual activation or optical illusions.

• Ensure that comparisons between text and a graphic or between two graphics occur within

the same eye span on a page.

• Make all visual distinctions as subtle as possible, but still clear and effective.

• Make sure that the representation of numbers, as physically measured on the surface of a

graphic itself, is directly proportional to the numerical quantities represented.

• Eliminate ink that does not express information.

More recently, Few (2009) focused on the role of color in design, particularly in regard to

charts and graphs. As with earlier developments in graphic displays of data, improvements in

technology propelled Few’s work. He discussed the need to manipulate background colors to

contrast appropriately with areas of emphasis in the foreground, even introducing notions of

hue and saturation into the working knowledge of applied statisticians. Like others before him,

Few insisted that graphic displays of information support the proper interpretation of that

information. In his 2011 book,Visualize This: The FlowingData Guide to Design, Visualization,

and Statistics, Yau provided detailed instruction on how to create high-quality statistical

graphics in R; how to design in Illustrator; and how to create interactive graphics in JavaScript,

Flash, and Actionscript.

Torres, Preskill, and Piontek (2005) authored one of the few books on evaluation reporting

and communication, underscoring their advice with a discussion of individual adult learning

best practices and of the relationship between report layout and comprehension. But Evergreen

(2011), referring to this book, wrote:

While many graphic design best practices are included, the authors include practices such

as pie charts (the first error) with three-dimensional perspective (the second error) and

suggestions and examples that illustrate improper design. These include the use of gradated

color, thick grid lines, textured charts, and placing graphs in the report appendix . . . Still,

to their credit, the authors list graphic design among other skill sets evaluators need for

good communication and reporting. (p. 27)

In 2011 Evergreen, as part of her doctoral work atWesternMichigan University, developed

the Evaluation Report Layout Checklist (see Exhibit 24.4), which is intended to be used

as a diagnostic guide to identify elements of evaluation reports that could be enhanced

using graphic design best practices and/or the assistance of a graphic design expert. In

applying the checklist, one should rate each aspect of an evaluation report (as shown in

the “Indicator” column in the checklist) according to the following scale: F = fully met,

P = partially met, or N = not met. (The “Best Practice” column can be used as a guide for

improvement.)
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Exhibit 24.4 EVALUATION REPORT LAYOUT CHECKLIST

Category Indicator Best Practice Notes

Type Text fonts are

used for narrative

text

Use serif fonts. Nothing

with lots of graphic

detail.

Nice serif choices include Garamond,

Palatino, Cambria

Nice sans serif choices are Trebuchet,

Verdana, Calibri

Sentence case is when the first letter

of the line is capitalized and all

others are lowercase, excepting

proper nouns.

Body text is that which comprises

the narrative of the report.

By contrast, header text is that which

comprises your headlines and titles.

Also known as display text.

• Default bullet size (too big)

• Appropriate bullet size

Long reading is in

9–11 point size

Studies have shown

that 11 point text is

easiest to read at length,

but it can depend on

the typeface (font).

Body text has

stylistic

uniformity

Each text section has

unbolded, normal text

in sentence case (no all

caps), except in short

areas of intentional

emphasis. This supports

undistracted reading.

Line spacing is

11–13 points

For lines within

paragraph, generally

choose 1–2 points

larger than the size of

the body text.
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Category Indicator Best Practice Notes

Headers &

callouts are

emphasized

Header should be

150%–200% of body

text size. Sans serif or

decorative is okay. Use

sentence case. Contrast

with body text by using

different size, style,

and/or color. Too similar

looks unintentional.

No more than 3

fonts are used

A change in font will

indicate a change in

meaning. Use font

changes to guide reader

through information

according to

importance.

Bullets are slightly

less thick than

text

If bullets must be used,

decrease their size to

slightly less (70–80%)

than the point size of

the font. Otherwise,

they are too strong and

distracting. If good

spacing is used in lieu of

bullets, this best

practice is Fully Met.

Alignment Alignment is

consistent

Alignment is a

preattentive feature

easily picked up by a

reader, so be sure

elements start in the

same place on each

page unless misaligned

on purpose. Avoid

centered elements.

Imagine each page divided into

rows and columns. Draw imaginary

lines to check that elements are

aligned at the start of each row and

top of each column.

Asymmetry is an easy way to create

interest. Try placing a cool picture

off to one side of the page.

Widemargins are a quick way to

create empty area and manage line

length.

(continued)
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Category Indicator Best Practice Notes

Columns are 8–12

words in length

This is 50–80 characters,

depending on font.

Longer is difficult to track

from line to line, shorter

creates too many

hyphenated words,

distracting the reader.

Important

elements are

prominent

Most prominent position

is top half of page and/or

emphasized by size,

color, orientation, etc.

Supportive information is

toned down.

Body text is left or

full justified

Ragged right edge is

more informal, but easier

to read for average

readers. Full justification

is formal, easier for fluent

readers, but creates

design issues with “white

rivers” or large gaps of

white space between

words.

Grouped items

logically belong

together

Grouped items are

interpreted as one chunk.

Place logical items

together. Add space

between groups.

Minimize space between

header and body text.

Empty area is

allocated on each

page

Leave plenty of space

between paragraphs,

around page margins,

and between text and

graphics. It gives eyes a

rest.
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Category Indicator Best Practice Notes

Graphics Pictures/graphic

elements are

present

Multimode learning

increases chance at storage

of info in long-term

memory because it eases

cognitive load of body text.

Choose pictures or

graphics related to your

topic. Graphics include, but

shouldn’t be limited to,

tables and charts. If there

are no graphics, this

section is all Not Met.

Pictures and graphics related to

your content will make your

content more memorable.

Choose pictures from quality

sources, like paid websites.

Watermarks or fuzzy images are

signs of an amateur.

Use a cover page at the beginning

of a report. This is a good place

for a very large graphic.

Graphics are near

associated text

If readers must flip around

to interpret between text

and graphic,

comprehension will be

impaired.

Graphics are

simple

Less visual noise leads to

better assimilation.

Eliminate gradation,

textures, or graphics as

backgrounds. Segment

complex graphics into

smaller chunks.

Size corresponds

to changes in

meaning

Use, for example, larger

pictures on chapter start

pages. In graphing, for

example, be sure height of

columns proportionately

represents data.

Graphics direct

toward text

Use the power of an image

to direct the reader’s gaze

from the image to the

associated text. Eyes in a

photo, for example, should

look inward at text.

(continued)
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Category Indicator Best Practice Notes

Visual theme is

evident

Pick a visual theme that can

be used in different forms

throughout report to give

strong emotional connection.

Some elements

are repeated

Repetition of some graphic

elements adds unity to the

piece, makes work more

memorable. Careful not to

overdo it—too many

elements can add clutter or

complication.

Color Narrative text is

dark grey or

black

Black has highest

comprehension levels, with

low intensity colors taking a

distant second place.

Keep in mind various culture-laden

color connotations. For example,

pink is highly associated with

feminine qualities in the United

States. Make sure your color

choices are appropriate for your

audience.

Note that people with

colorblindness have difficulty with

red-green and yellow-blue

combinations.

A safe bet is to use your client’s

colors.

Background has

white/subdued

color

Reversed-out text (e.g., white

text on black background)

impairs information retention.

One or two

emphasis colors

are used

Subdued colors that still

contrast with background

should be used. When used, it

should be to actually

emphasize important

information, like data in a

graph. If more than one is

selected, consider choosing

along a color gradation so that

order of importance is implicit.
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Category Indicator Best Practice Notes

Color changes

mark meaning

changes

Color changes signal a

change in hierarchy of

information. Be

intentional with color

changes so that a

viewer doesn’t get

confused.

Color reprints

legibly in black

and white

Color looks different on

a computer screen than

on paper. Print on a

black-and-white printer

and then make a copy

of that printout to check

legibility.

Source: Evergreen, S.D.H. (2011). Death by boredom: The role of visual processing theory in written evaluation communication. Unpublished doctoral

dissertation, Western Michigan University, Kalamazoo.

Two caveats are in order concerning the use of advances in formatting and the use of color

in preparing evaluation reports. The first concerns the cultural context in which the reporting

is to occur. Organizations in some contexts in which we have worked would probably find

highly elegant, colorized, extravagant, technology-dominated reporting to be off-putting. The

U.S. Marine Corps, for example, would find such an approach highly alien compared to their

customary use of plain briefing sheets and overhead transparency presentations. In working

to stimulate interest and secure impacts it can be highly important to report in ways that are

familiar to the target audience. The second caveat relates to colorizing reports. Recipients often

want to duplicate and distribute such reports, and to do so in black and white. If the original

report is in color, black and white reproductions may turn out to be almost illegible, and many

client groups would prefer to avoid going to the trouble and expense of reproducing the report

in color. Overall, in deciding how best to convey findings, evaluators must consider the

usual communication preferences and practices of their client groups as well as technological

advances in reporting.

Presentation of Evaluation Reports: Decisions About Conclusions
and Recommendations

Final reports may be presented in a number of ways and forms. Above all, what is presented

must be clear, concise, and of interest to relevant program stakeholders; otherwise, much of

the evaluation’s purpose will be lost. The stakeholders’ interpretation of outcomes is vital to
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the presentation. To achieve sound interpretation and strong desire on the part of stakeholders

to use the evaluation’s findings, careful thought must be given to planning the form or forms

of presentation. Whatever these are, they should attract the reader’s interest. Evaluation

judgments, the formulation of which constitutes an essential part of the evaluator’s task, should

directly address the evaluation’s questions and be grounded in its data. If the advice given

in this chapter is followed, there should be no unjustified surprises arising from conclusions

and their presentation. In summary, presentation of findings and evaluator judgments and

conclusions must be well organized, logically developed on the basis of the evaluation’s

procedures and data, and so convincing that the users will readily embrace and use them for

program improvement and accountability.

Readers may have noted that wemade nomention of recommendations in our depiction of

the Spirit of Consuelo evaluation. Evaluation practitioners and theorists differmarkedly in their

opinions about the place and worth of recommendations. In the past, almost all evaluations

concluded with a series of these. Indeed, clients expected to receive recommendations offering

guidelines for future decision making. Provided that recommendations arise from logically

developed evaluator judgments based on sound information, warranted assumptions, and

grounding in widely accepted standards, it would be acceptable for evaluation reports to

include advisory recommendations. But caution is needed.

Let us consider the wider implications of evaluation recommendations.Will these typically

include adequate safeguards against acting on poor advice? The answer to this question is

no. As Patton (1997) stated, “Recommendations have long struck me as the weakest part

of the evaluation” (p. 328). He expressed the opinion that despite huge strides in studying

programs and inmethodological development, evaluation has lagged behind in the formulation

of recommendations. Moving from data gathering and analysis to making recommendations

is not, to Patton’s way of thinking, “a simple, linear process” (p. 328). Readers and users of

evaluation reports have every right to know and understand on what bases recommendations

were compiled. Scriven (1993) clearly warned that it is potentially fallacious to draw a nexus

betweendetermining themerit, worth, and value of anobject andmaking recommendations.He

contended that although good evaluators may develop sound judgments, too often they are ill

equipped and lack the necessary experience anddata to formulate defensible recommendations.

There are, however, other views about the presentation of recommendations. For instance,

Hendricks and Handley (1990) have stated their opinion that “evaluators should almost always

offer recommendations” (p. 110). Our view is that a responsible evaluator must consider the

possibility of including recommendations. The decision to provide recommendations or not

should be discussed with the client and other stakeholders at the early planning stage. A

decision to consider recommendations must always be qualified by caveats. For example, the

study should proceed only to the point of evaluator judgments, not to recommendations, if

the obtained data pertain exclusively to the program’s merit and worth. In such a case the

evaluator appropriately would leave it to the client and other stakeholders to decide how

best to respond to the evaluation’s findings. If, however, the evaluation includes a systematic

follow-up study to identify and assess alternative responses to the evaluation’s conclusions,

then the evaluator appropriately can identify and recommend a sound course of action. This
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is the approach offered in Stufflebeam’s CIPP model (see Chapter 13), wherein the need for

recommendations in response to an evaluation’s assessment of a program’s merit and worth is

addressed appropriately, substantively, and systematically through a follow-up input evaluation,

in which the evaluator identifies and carefully assesses alternative possible follow-up actions.

Providing Follow-Up Support to Enhance an Evaluation’s Impact

The completion and submission of evaluation reports lay the foundation for subsequent efforts

to apply the findings. Recipients of evaluation reports need to study, assess, and soundly

interpret and apply the findings, especially those in annual and final reports. Provided that the

advance evaluation agreement includes follow-up functions for the evaluator and resources to

support the work, an evaluator can help stakeholders understand and consider how they might

appropriately use reports. To the extent that the evaluator is able to do so, his or her follow-up

efforts can increase the evaluation’s impact.

We reiterate that evaluators should not in any way take over the decision-making role

of their clients. It is proper for evaluators to promote and facilitate appropriate use of

evaluation findings, but it is inappropriate for them to make program decisions based on the

findings or to exert undue pressure for certain choices. Appropriate ways evaluators can foster

proper use of findings are to (1) help users interpret findings and see their implications for

decision making and action; (2) help them avoid misinterpreting findings; (3) caution against

making inappropriate inferences and pursuing inappropriate applications; (4) help potentially

contentious groups deliberate civilly and constructively about the findings; and, as appropriate,

(5) help stakeholders plan for needed follow-up investigations.

Leading Discussions andManaging Conflict

Dissension about how findings can and should be applied often occurs when an evaluator

meets with stakeholders to encourage them to make use of the final report and to assist them

in doing so. Consequently, evaluators need to be adept at coordinating group discussions and

also at managing conflict when it arises in feedback sessions. This is especially important when,

in the course of presenting and leading discussions of evaluation findings, there are heated

exchanges over the meaning and importance of those findings. Among the critical skills of

conflict management are those involved in engaging “combatant” groups to discuss and resolve

their disagreements about what evaluation reports mean and how to use them appropriately.

As a discussion leader, the evaluator needs to be able to

• State the predefined goals for groupdiscussion, engage the group in any needed clarification

and modification of goals, and solidify agreement on goals for group discussion

• Present the predefined agenda and rules for group interactions, and engage the group to

clarify and improve the agenda as appropriate

• Coordinate or assist with coordination of exchanges among group members

• Initially foster divergent thinking and deliberation
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• Ensure that all participants have opportunities for input

• Prevent overzealous participants from dominating the exchange

• Listen and take notes

• Ask clarifying questions

• Summarize areas of agreement and disagreement as they emerge

• Help the group try for consensus

• Engage all participants in summarizing what they see as the outcomes of the discussion

• Engage the group to decide on next steps

• Prepare and distribute a summary of the meeting

As is evident in this list of discussion leadership tasks, an evaluator can play a valuable

mediation role in helping a diverse stakeholder group understand and appropriately use

evaluation findings. Every evaluator should thus develop his or her ability to be an effective

discussion leader. The checklist in Exhibit 24.1 provides a convenient list of key checkpoints to

consider when planning to lead a stakeholder group’s deliberations about evaluation standards,

plans, procedures, tools, reports, and so on.

Helping a Client Group Interpret and Apply Evaluation Findings

In our experience, an evaluator’s follow-up activities typically are conducted according

to agreements reached with the subject program’s director. Together, the evaluator and

program director define those persons who probably will need follow-up support, such

as program staff, a program advisory panel, beneficiaries, interested community members, the

program’s policy board, and others. Separate meetings may be slated for each of several key

groups. It can be important to meet with such groups separately, because program-related

responsibilities and interests may vary considerably from group to group. To foster evaluation

use, evaluators should tailor follow-upexchanges concerning evaluation reports to theprogram-

related responsibilities of each group and the group’s particular interests and questions.

In preparing for and conducting follow-up meetings, evaluators can meet with evaluation

review panels and conduct feedback workshops with program staff and others.We suggest that

evaluators and their clients will find Gullickson and Stufflebeam’s FeedbackWorkshop Check-

list (2001) to be highly useful (available at www.wmich.edu/evalctr/checklists), along with the

checklists provided earlier in this chapter. Other approaches to providing follow-up assis-

tance for interpreting and using evaluation reports may include focus groups, public forums,

sociodramas, journal articles,Web sites, and simulation exercises based on evaluation findings.

Sociodrama Example of Evaluation Follow-Up Assistance

A very interesting follow-up approach observed by this book’s first-named author was a

sociodrama designed and conducted by Robert Stake. He had directed an evaluation of a

state’s educational testing and accountability system and issued a comprehensive, largely

http://www.wmich.edu/evalctr/checklists
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critical report of the system’s procedures and findings. The lengthy technical report was of

interest and use to a narrow group, including in particular a state education department’s

officials and accountability specialists. However, a much broader audience of educators,

policymakers, and citizens was interested in learning and deliberating about the involved policy

issues without having to study the detailed technical report.

To respond to the needs of this diverse group, Stake conducted a series of public meetings

in large auditoriums. Each person in attendance was provided with a single sheet that, in

matrix form, identified the study’s conclusions about the state’s new accountability system.

Conclusions presented on the sheet included strengths and weaknesses of the accountability

system and issues of concern at local as well as state levels.

The riveting factor at each meeting was a sociodrama enacted on the auditorium’s stage.

Five chairs were arranged as if they were the seats in an automobile. Persons sitting in the

“automobile” seats represented a group that had just left a meeting at which the evaluation of

the educational accountability system had been presented. The five stakeholders—a teacher, a

school principal, a school board member, a member of a local parent-teacher association, and

the school district’s director of testing—were returning to their home city on the other side

of the state.

During their journey, these persons reflected on and discussed what they had heard at

the meeting. They mainly talked about issues evident in the accountability system that they

judged especially relevant to their school system and community. One topic was the fairness

and quality of the state’s tests. Although they acknowledged that a reputable testing company

had produced the tests, they also questioned whether the company had been given sufficient

time and resources to validate the tests. In fact, the testing company had issued strong caveats

in this regard. The discussants thought the pass-fail standards attached to the tests probably

were arbitrary and unrealistic. They were highly skeptical about the use of scores from a single

test to promote and graduate students and to reward or sanction schools. They projected

that this high-stakes testing would generate unjust decisions about students, teachers, and

administrators and would be likely to create much conflict. They also acknowledged that there

were some advantages of employing the same test in every district in the state, especially

that a common state testing program would be welcomed by the state’s lay public. But they

worried that a single set of state tests might have an adverse, narrowing effect on their local

curriculum, especially because the tests did not cover all curricular areas. Another worry was

that teachers and students would spend inordinate amounts of time practicing and preparing

for the state test. Moreover, they worried that this testing program could spawn possible

cheating by teachers, who might feel pressure to make sure that all students’ test scores were

in the acceptable range. Still another concern was that the state would take so long in scoring

test answer sheets that results would be returned too late to be of much use to teachers and

students. Thinking about the state level, the discussants wondered whether this new testing

program would sap the state’s scarce resources for education, or, if not, whether the state

would be able to revise the tests regularly and keep them up to date.

The actors raised a number of provocative issues. Following the dramatization, Stake added

some comments and briefed the audience on the summary of program strengths, weaknesses,
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and issues on the single sheet that had been distributed. He then opened the public meeting to

comments, questions, and discussion. As it invariably does, this sociodrama format spawned a

substantive, provocative exchange among those in attendance.

The preceding reporting approach employed by Stake illustrates how evaluators can be

creative and provocative in engaging a diverse audience to understand and consider the

implications of an evaluation’s findings.We believe evaluators can and should increase impacts

of their evaluations by exercising creativity in reporting evaluation findings and engaging the

report’s intended users to learn about, understand, assess, and act on those findings.

Helping Policy Groups and Program Administrators Understand
and Apply Findings

Evaluators often have to serve the information needs of policy bodies as well as program

administrators. In serving a range of different intended users, evaluators need to be sensitive

and appropriately responsive to a number of issues. Especially, they should be mindful of

and attentive to the needs of the client with whom they have contracted. Typically this

client is the program’s director, but the client might be the program’s policy board. In either

case, the evaluator and client need to plan together how to contact and serve the evaluation’s

different users.

In such planning, evaluators should be mindful and respectful of differences in the evalua-

tion needs of policymakers and administrators. Evaluators should not fall into the situation of

aiding and abetting policymakers in usurping program administrators’ authority. The potential

for misuse of evaluation findings emerges when policy boards inappropriately delve into the

area of administrative decision making and want evaluators to give them information of use

in directing the day-to-day program operations and, possibly, making personnel decisions.

Evaluators should not steer policymaking groups in the direction of taking over administrative

decisions. Also, an evaluator should not become party to a policy board’s decision to hire

or fire a program’s director or other staff members. The guiding principles here are that

program staffs should have authority that is commensurate with their areas of responsibility

and that evaluators should provide evaluative information and follow-up services to policy

boards and program staffs that are commensurate with their areas of policy responsibility

and authority.

Clearly, evaluators have to walk a fine line and exercise utmost professional integrity when

serving both policy groups andprogramadministrators. Ideally, policymakers set programgoals

and priorities, assign responsibility to administrators for carrying out a program, and give them

commensurate authority tomake and apply the day-to-day program implementation decisions.

Although evaluators have no authority to differentiate between policy and administrative roles

pertaining to a given program, they can and should be sensitive to potential problems in this

area and strive not to exacerbate them. They should avoid focusing a policy board’s attention

on a program’s day-to-day administrative matters. In general, it is appropriate to focus the

attention of such a policy group on needs assessment data of use in affirming or revising

program goals and priorities, cost-effectiveness information of use in assessing the adequacy
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of program resources and the return on investment, process information of use in determining

whether a program is a high-quality effort that is focused on intended outcomes, and outcome

information of use in deciding whether a program is achieving its goals and is worthy of

continuation.

Planning and Conducting Follow-Up Input Evaluations

When promoting the use of an evaluation report, it is wise to consider the particular study that

generated the report in a broad, improvement-oriented context. Although evaluations often

raise more questions than they answer, the unanswered questions can valuably lead to needed

follow-up studies. This is especially the case in using the CIPPmodel (see Chapter 13), whereby

an input evaluation might be launched to help the client group solve problems identified in the

original evaluation. When a product evaluation identifies issues and problems in a program,

the evaluator and client appropriately should consider whether a problem-solving study should

be conducted. If so, they are wise to plan and launch an input evaluation aimed at identifying

or developing, and then assessing, alternative solution strategies.

Example of Using the CIPP Model to Reform a System

As discussed in previous chapters, the evaluation conducted for the U.S. Marine Corps

(USMC) employed an input evaluation to help USMC leaders reform the corps’s personnel

evaluation system. The initial evaluation found that the existing system for evaluating officers

and enlisted personnel was in need of reform. The leaders of the USMC agreed with

the evaluator and his team’s conclusion that the personnel evaluation system was in need

of reform or replacement. The evaluation had not culminated in recommendations for

solving the identified problems, however. Clearly, the study had produced no appropriate

information base for solving those problems. Any recommendations the evaluators would

have made would have been strictly “armchair” and not defensible. An acceptable solution

to the problems the evaluators found had to be located outside the bounds of the original

study. Accordingly, with the USMC’s buy-in, the evaluators conducted a follow-up input

evaluation.

In that study the evaluators identified about ten alternative personnel evaluation systems

being used in other military services and in business and industry. The evaluators critically

examined these against the USMC’s twenty-one standards for sound personnel evaluation

systems and found that none was acceptable for solving the problems in the current per-

sonnel evaluation system. Collectively, however, these different systems had some promising

features.

The evaluators subsequently used the results of this initial input evaluation as a basis for

creating plans for three new personnel evaluation systems. This was accomplished by engaging

three independent teams, each to generate the best possible personnel evaluation system for

the USMC. Each team reviewed the results of the previous evaluation of the existing personnel

evaluation system plus the information they had gathered about other personnel evaluation

systems, including ratings of those systems. One team was tasked with using this information

to generate a system that built on and reformed the existing personnel evaluation system.
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The second teamwas taskedwith designing a systembased on the outside system the evaluators

had rated highest. The third team was tasked with exercising as much creativity as possible to

design an “out-of-the-box” new system.

The three teams designed these systems as competing approaches to reforming the

existing personnel evaluation system, and they took advantage of what the evaluators had

learned through assessing the ten alternative systems. The evaluators evaluated the three

invented systems against the twenty-one standards and reported the results to the USMC

hierarchy. The top generals chose one of the systems for development and implementation.

It turned out to be the system that was a reform of the current system and not the one

the evaluators rated best overall. The evaluators had, however, rated the plan for reforming the

current system highest on feasibility.

The evaluators then provided a plan for constructing and pilot-testing the new system. The

plan was patterned after the process and product components of the CIPP model. The USMC

proceeded to develop, pilot-test, and install the new personnel evaluation system. We see this

experience as a cogent example of how to follow up an initial conclusion-oriented evaluation

by designing and conducting a subsequent solution-oriented evaluation.

Summary

This chapter is titled “Communicating Evaluation Findings,” but more than that it is about

securing impacts of evaluation studies. Without the proper use of its findings, an evaluation

can be no more than an academic exercise. The concern for impact should be pervasive

throughout the process of planning, budgeting, contracting, conducting, and reporting on

an evaluation. Evaluations typically should yield interim feedback as well as annual and final

reports. As feasible, evaluators should support client groups’ various uses of reports following

their delivery. Clearly, the needs and interests of the full range of stakeholders should be

considered when promoting use of findings. Involving stakeholders in the evaluation process is

a vital way to secure their interest and stimulate them to value and use evaluation reports. In so

doing, evaluators need to be sensitive to the psychological, political, policy, and administrative

aspects of programs and communication processes, and they must possess the skills needed to

attend to these components.

We have presented sample formats for consumer reports and single-object reports. We

have warned that evaluators must not take over clients’ decision-making role, and we have

discussed some of the difficulties in serving policy bodies aswell as administrators.We have also

issued cautions about the complexities and difficulties inherent in making recommendations.

Often follow-up studies, such as input evaluations, are needed to generate defensible, actionable

recommendations.We have suggested a range of techniques for promoting evaluation impacts:

evaluation review panels, feedback workshops, public forums, Web sites, focus groups, journal

articles, and sociodramas.We have provided or referenced several checklists for guiding efforts

to communicate evaluation findings, and we have summarized theory on formatting evaluation

communication. We have also shown that the CIPP model is focused directly and practically

on promoting evaluation impacts.
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REVIEWQUESTIONS

1. List at least four challenges toeffective communicationof evaluation findings, asdiscussed

in this chapter.

2. In general, who should be included in an evaluation’s audience, and specifically, what are

at least four likely groups to be included?

3. List at least four provisions related to reporting evaluation findings that should be

addressed in a contract for a program evaluation.

4. Define the role and composition of a stakeholder evaluation review panel and the process

for engaging this group. Then check the definition in the glossary at the back of this book

and in this chapter’s discussion of review panels.

5. Identify a programwithwhich you are familiar. Assuming you have been asked to conduct

a summative evaluation of the program, draft an outline for the final evaluation report.

6. Identify and summarize the contents and uses of at least two checklists for guiding the

reporting of evaluation findings.

7. What is visual processing theory, and what are at least three examples of its utility in

preparing evaluation reports?

8. Define issues that evaluators must deftly take into account when they report to policy

boards rather than to administrators, and identify at least two mistakes to be avoided

when reporting to a policy board.

9. Identify potential areas of conflict in the context of leading a discussion of an evaluation

report, and list at least ten of what you consider to be the most important ways an

evaluator can forestall or manage conflict during the discussion.

10. Under what circumstances would an evaluator and client consider implementing an input

evaluation as a follow-up study, and how would the evaluator use such a follow-up study

to respond to issues involved in presenting recommendations based on the original

evaluation?

Group Exercises

Exercise 1

Suppose your group is being considered to conduct an independent evaluation of a charter

school that is housed in a public school district. Thematrix that follows is designed to help your

groupexplain to theprospective client—in this case the schooldistrict’s superintendent—which

persons should be engaged in deciding or helping decide, in general, who should be served

by the evaluation and, in particular, who should be authorized to receive interim evaluation

reports and who should be authorized to receive the final report.

Your group’s task is to fill in each cell of the matrix by inserting one or more check marks

to indicate whether someone in the role named at the top of the particular column should
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have exclusive authority, shared authority, no authority, consultation opportunities, or no

involvement in answering the question in the leftmost cell.

After filling in the matrix’s cells with check marks, use the completed matrix to discuss

the relevance to the success of the projected evaluation of clarifying, in advance, evaluator,

client, and stakeholder roles in defining the evaluation’s different users and differentiating their

rights to receive interim reports, the final report, and evaluation services in general. In the

course of the discussion, your group may find it useful to recall stipulations in Chapter 21’s

discussion of evaluation contracting about what parties should be authorized to negotiate and

sign evaluation contracts.

Roles in Planning an Evaluation

Question to

Be Answered

in Defining

an Evaluation’s

Appropriate Users

Prospective

Evaluator

Prospective Client

(School District

Superintendent)

Program Stakeholders

(Charter School

Teachers, Students, and

Parents, Plus Other

Interested Parties)

In general, what

persons should be

served by the

evaluation?

Exclusive

authority to decide

Shared authority

to decide

No authority to

decide

Consultation

No involvement

Exclusive

authority to decide

Shared authority

to decide

No authority to

decide

Consultation

No involvement

Exclusive

authority to decide

Shared authority

to decide

No authority to

decide

Consultation

No involvement

What persons

should be authorized

to receive interim

evaluation findings?

Exclusive

authority to decide

Shared authority

to decide

No authority to

decide

Consultation

No involvement

Exclusive

authority to decide

Shared authority

to decide

No authority to

decide

Consultation

No involvement

Exclusive

authority to decide

Shared authority

to decide

No authority to

decide

Consultation

No involvement

What persons

should be authorized

to receive the final

evaluation report?

Exclusive

authority to decide

Shared authority

to decide

No authority to

decide

Consultation

No involvement

Exclusive

authority to decide

Shared authority

to decide

No authority to

decide

Consultation

No involvement

Exclusive

authority to decide

Shared authority

to decide

No authority to

decide

Consultation

No involvement
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Exercise 2

Table 24.1 provides a format for identifying an evaluation’s potential users and determining

how findings will be used. Study this table, and then decide as a group the extent to which you

find it useful in delineating potential users and uses of evaluation reports. Are there any other

categories of audience members or potential evaluation uses you would include?

Exercise 3

Many, but not all, evaluations culminate in a final report. Discuss types of evaluation studies

that logically require formal written reports, those that seldom need such formality, and those

in which decisions about reporting are left open at the planning stage. In each instance, give

reasons for decisions about reporting.

Exercise 4

“There are numerous ways in which evaluators are able to provide clients with follow-up

support to enhance the impact of the findings contained in evaluation reports.” Discuss this

statement, giving special emphasis to helping client groups interpret and apply evaluation

findings. Also, identify and comment on the potential utility of relevant checklists.

Exercise 5

What are the issues involved in developing recommendations based on an evaluation of a

program? Under what circumstances should evaluators decline to present recommendations?

Under what circumstances can evaluators develop and report defensible recommendations?

Exercise 6

Recapitulate and react to this chapter’s contention that an evaluation’s sounding board should

be labeled a “review panel,” not an “advisory panel” or “steering committee.” How is this

position reflected in our assessment of empowerment evaluation in Chapter 5?
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PART FIVE

METAEVALUATION AND INSTITUTIONALIZING
AND MAINSTREAMING EVALUATION

We bring the book to a close in Chapters 25 and 26

by discussing the metaevaluation imperative and the pro-

cesses of institutionalizing and mainstreaming evaluation.

Our final messages are that evaluators (1) must, like any

other group of professionals, subject their services to for-

mative and summative evaluations for purposes of both

improvement and accountability, and (2) should assist

their client organizations to institutionalize an evaluation

systemor strengthen an existing systemand tomainstream

the system’s application and use through all levels of the

organization.
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CHAPTER 25

METAEVALUATION: EVALUATING EVALUATIONS

LEARNING OBJECTIVES

In this chapter you will learn

about the following:

• Metaevaluation’s rationale and

definition

• The case for grounding

metaevaluations in professional

standards for evaluations

• Caveats in choosing and applying

published standards and guiding

principles for evaluations

• A conceptualization of formative and

summative metaevaluation

• The need for both internal and

external metaevaluations

• Qualifications needed to undertake

metaevaluations

• Evaluator and client responsibilities in

conducting metaevaluations

• The contrast between metaevaluation

and meta-analysis

• Metaevaluation tasks and associated

checklists

• The special case of comparative

metaevaluations

This chapter is focused on metaevaluation, the process of

evaluating evaluations.1 Metaevaluators serve evaluators

by formatively assessing their evaluation plans, proce-

dures, reports, and impacts and also by providing sum-

mative assessments that evaluators can use to meet their

own accountability requirements. Further, metaevaluators

inform evaluation clients and users about an evaluation’s

utility, feasibility, propriety, accuracy, and accountability.

Metaevaluations keyed to sound standards for evaluations

are the foundation stone of sound evaluation services.

Evaluation is of fundamental importance to soci-

ety, and the evaluation field has advanced substantially

in regard to its professional organizations, standards,

approaches, methods, levels of experience, and public

service. Nonetheless, due to a host of technical, politi-

cal, organizational, and psychological complications,many

things can and do interfere with and threaten the success

of evaluation work. A compromised evaluationmight yield

invalid conclusions andmislead its audience.Other evalua-

tions operating under severe resource and time constraints

or a narrow focus may generate findings that are sound

but with highly restricted applicability. Clearly it is in pro-

fessional and public interests that evaluators subject their

evaluations to rigorous metaevaluation.

Fundamentally, a metaevaluation is an evaluation of

an evaluation (Scriven, 1969b). Systematically evaluating

evaluations is profoundly important, because it helps eval-

uators detect and address problems, ensure quality in their

studies, and forthrightly reveal an evaluation’s limitations.

Moreover, metaevaluation reports help audiences judge

an evaluation’s relevance, integrity, trustworthiness,

cost-effectiveness, and applicability (Stufflebeam, 2001b).
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We stress, at this early point in the chapter, that fully functional and credible metaevaluation

services should include both an internal self-assessment of an evaluation by the evaluator and

an external assessment by an independent metaevaluator.

Weposit in this chapter that evaluators should conductmetaevaluations to guide evaluation

planning and implementation and to report an evaluation’s strengths and weaknesses, and

that an evaluation’s client should procure an independent metaevaluation to assess the

completed evaluation’s soundness. Systematic evaluation has become increasingly important

in helping entities in government and private sectors diagnose and address such problems

as failing schools; bankrupted cities; unsafe transportation services; breakdown of the family;

environmental pollution; illegal immigration andborder control; drug abuse; gang violence; lack

of gun control; soaring health care costs; lack of health insurance for the poor; unemployment;

government fraud, waste, and abuse; deterioration of bridges and other infrastructure; and

terrorism. Sound evaluations are needed not only to assess the costs and outcomes of

improvement and problem-solving efforts but also to help target, plan, and guide such efforts.

Of course, the needed evaluations must be relevant and technically sound, and this is where

formativemetaevaluations play a crucial role. Typically, such formativemetaevaluations will be

performed by the evaluator who is conducting the evaluation, but in some cases that evaluator

or preferably the evaluation’s sponsor may also engage an independent metaevaluator to

conduct formative as well as summative metaevaluations of the evaluation.

Rationale for Metaevaluation

As with other professional enterprises, an evaluation can be excellent, poor, or mediocre.

Many things can and do go wrong in evaluations. They might be flawed due to, for example,

inadequate focus, inappropriate criteria, poor design, unreliable measuring devices, a deficient

contract, insufficient resources, an unrealistic time limit, incompetent evaluation personnel,

participants with serious conflicts of interest, poor oversight and coordination, uncooperative

program personnel, subterfuge or even sabotage by program stakeholders, invalid information,

recording or analysis errors, excessive costs, late reports, ambiguous reports, biased findings,

unsupported conclusions, unwarranted recommendations, or corrupt or misguided uses of

findings. Such problems may occur across the full range of disciplines and service areas.

If such problems are not detected and addressed in the evaluation process, and if the

evaluation survives to a conclusion, an evaluator may present erroneous findings; deliver

services that are overly expensive, ineffective, or unfair; or become complicit in unethical

or misguided uses of findings. Further, the evaluation will probably impair the evaluator’s

credibility. If flawed reports are issuedwithout being exposed as suchby soundmetaevaluations,

evaluation audiences may make bad decisions based on the erroneous findings. As Scriven

(1994d) reported, even thehighly respected andwidely usedConsumerReportsmagazine should

be independently evaluated to help readers see the limitations as well as the strengths of the

many product evaluations published therein. Further, invalid personnel evaluations can have

unfair or inappropriate consequences for employees or, conversely, for an institution and its

clients (Brannick & Levine, 2002; Brannick, Levine, & Morgeson, 2007). Similarly, evaluations
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that accredit unworthy programs or institutions are a disservice to potential students or other

constituents. In addition, professional standards andprinciples for evaluationswill be littlemore

than rhetoric if they are not applied in the process of judging and improving evaluation services.

Metaevaluations are in the best interest of the public, professionals, and institutions to

ensure that evaluations provide sound findings and conclusions; that evaluation practices

continue to improve; and that institutions administer efficient, effective, ethical evaluation

systems. Evaluation has developed as a vital area of professional service as societal groups have

increasingly engaged evaluators to investigate and pass judgment onmany and varied consumer

programs, projects, products, policies, organizations, and services as well as to conduct needs

assessments, diagnostic investigations, and implementation studies to help groups focus, plan,

and carry out needed interventions.

Metaevaluation is a professional obligation of evaluators. Achieving and sustaining the

status of a professional requires subjecting one’s work to evaluation and using the findings

to ensure sound services and to strengthen services over time. This dictum pertains as much to

evaluators as it does to accountants, architects, engineers, lawyers, U.S. Postal Service officials,

government program administrators, hotel and restaurant managers, judges, public safety

officials, school and university administrators, air traffic controllers, construction contractors,

electricians, plumbers, emergency care workers, religious clerics, nurses, physicians, dentists,

pharmacists, psychologists, teachers, national defense officers, and other service providers. It

means that evaluators should ensure that their evaluations are themselves evaluated.Moreover,

metaevaluations are needed in all types of evaluation, including evaluations of programs,

projects, products, services, budgets, expense reports, equipment, systems, organizations,

theories,models, policies, research designs, artistic works, conferences, students, and personnel

and across the full range of professions and service fields.

Apart fromneedingmetaevaluations to ensure thequality of their evaluations, evaluators, as

professionals, should use metaevaluations to provide direction for improving their developing

evaluation approaches and tools and to earn and maintain credibility for their services among

client groups and other evaluators. Consumers need metaevaluation reports to help decide

whether to accept and act on evaluative conclusions about products, programs, services, and

other evaluands they are using or considering for use. They need metaevaluation reports to

identify sound evaluations, use those evaluations’ findings with confidence, and know which

corrupt or faulty reports to disregard. Basically, cogent, defensible metaevaluations help users

avoid accepting invalid evaluative conclusions, instead enabling them to make measured, wise

use of sound evaluative information. Those who may not aspire to be a professional evaluator

but who house and oversee an evaluation system needmetaevaluations to help ensure that their

institution’s evaluation services are relevant, ethical, technically sound, practical, usable, timely,

efficient, and worth the investment. Also, the subjects of evaluations—including program staff

members, contractors, various other professionals, and students—have the right to expect that

the system used to evaluate their qualifications, experience, competence, and performance

meets appropriate standards for sound personnel evaluations or student evaluations. Clearly,

metaevaluations are in the best interest of a wide range of parties whomay be served or affected

by evaluations (Scriven, 2009b).
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Evaluator and Client Responsibilities in Regard toMetaevaluation

Wewish to state emphatically that clients and funders, as well as evaluators, bear responsibility

for obtaining and using soundmetaevaluations. Clearly, evaluators should key their evaluations

to standards for sound evaluation and should conduct both formative and summative metae-

valuations, the former to guide the evaluation process and the latter to attest to the soundness

of the evaluation process and findings and to acknowledge limitations and deficiencies. How-

ever, the evaluator has a conflict of interest in assessing her or his own evaluation; therefore,

typically the evaluation’s client or funder should commission, fund, use, and release to right-to-

know audiences an independent summative assessment of the evaluation.We cannot stress this

point too strongly, because in far too many cases an independent metaevaluation has not been

conducted or the evaluator has chosen a “friendly critic” to conduct the metaevaluation—one

who may be expected to produce an overly favorable report. Moreover, we do not think a

funder or client is justified in failing to commission an external metaevaluation due to the

issue of cost; in our experience, a sound metaevaluation constitutes only a fraction of a study’s

overall cost and can deliver findings for the funder or client and other right-to-know audiences

whose benefits more than compensate for the investment in the metaevaluation.

The rub is how to convince clients and funders that, beyond funding a primary evalu-

ation, they should also commission and fund an independent metaevaluation of the subject

evaluation.We lay the responsibility for making this case to the client or funder on the primary

evaluator. That is, in contracting for an evaluation, the evaluator should strongly advise the

client or funder to commission and fund an independent metaevaluation and should stress

to the client or funder that the metaevaluation should be keyed to professional standards for

sound evaluations, such as those associated with the evaluation’s utility, feasibility, propriety,

accuracy, and accountability (Joint Committee on Standards for Educational Evaluation, 2001;

also see Cooksy & Caracelli, 2005, 2009; Scriven, 2009b).

Formative and Summative Metaevaluations

Proactive metaevaluations are needed to help evaluators focus, design, budget, contract, and

carry out sound evaluations. Retrospective metaevaluations are required to help audiences

judge completed evaluations. In the evaluation literature, these two kinds of metaevaluation

are referred to as formative metaevaluation and summative metaevaluation, respectively

(Stufflebeam, 2000b). As already noted, we see a need for both internal and external formative

and summative metaevaluations. This notion is summarized in Table 25.1.

A Conceptual and Operational Definition of Metaevaluation

The practice of evaluating evaluations has a long history in fields related to evaluation,

although the term metaevaluation has been applied to this area only since 1969. Over the

years, evaluation reports on such national issues as racial segregation, surreptitious monitoring

of the long-term effects of syphilis on African American military personnel, ensuring gender

equality, abuses of achievement testing, benefits of preschool education, busing schoolchildren

to achieve school integration, the quality of schools, the link between smoking and lung
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Table 25.1 Framework for Internal and External Formative and Summative Metaevaluations

Formative Metaevaluation Summative Metaevaluation

Internal The evaluator systematically assesses and takes needed

steps to clarify or strengthen the evaluation’s definition of

the target audience, questions, plans, budget, negotiated

agreement, tools, personnel, data collection, data analysis,

draft reports, and so forth.

The evaluator appends to the final evaluation report

an attestation to the extent to which the evaluation

met appropriate professional standards (for example,

those associated with the evaluation’s utility, feasibility,

propriety, accuracy, and accountability).
...................................................................................................................................................................................................
External The independent metaevaluator, chosen by the evalua-

tion’s client or funder, monitors the unfolding evaluation

and, as appropriate, provides the evaluator with critical

feedback on the evaluation’s strengths and weaknesses.

The independent metaevaluator, chosen by the evalua-

tion’s client or funder, compiles and delivers a summative

metaevaluation report on the completed evaluation,

assessing its utility, feasibility, propriety, accuracy, and

accountability. Said report should be made available to all

intended users of the subject evaluation.

cancer, the link between asbestos and lung cancer, the safety of mining practices, the safety

of thalidomide, oil drilling and fracking to achieve energy independence, global warming,

and the link between paper mills and water quality in rivers and the Great Lakes have

spawned great societal debates, especially concerning the need for new laws and regulations.

In turn, these debates have led to evaluations of the subject evaluation reports. Clearly such

metaevaluations have been crucially important in helping public officials and the public

adjudicate the validity of various evaluations’ reported conclusions and recommendations

and sometimes in helping government officials enact responsive legislation or take other

corrective actions.

Scriven (1969b) introduced the term metaevaluation in Educational Products Report. He

employed this label to refer to his evaluation of a plan for evaluating educational products.

Scriven essentially defined a metaevaluation as any evaluation of an evaluation, evaluation

system, or evaluation device. He argued that issuance of inaccurate or biased reports can

seriouslymislead consumers into purchasing unworthy or inferior educational products, which

theymight then use to the detriment of children and youth. Thus, he stressed, the evaluations of

such products must themselves be evaluated, and suchmetaevaluations are critically important

to the welfare of consumers. Although Scriven initially focused the termmetaevaluation on the

narrow sphere of evaluations of educational products, it is clear that the underlying concept

is applicable to the widest possible range of evaluations. Every evaluation study should be

sound, and its soundness should be ensured and enhanced through formative metaevaluation

and verified or discredited through one or more defensible summative metaevaluations. As

we stressed earlier, there are important reasons for clients and funders to secure and use

independent metaevaluations and not to rely only on the evaluator’s attestation to the quality

of her or his final evaluation report.

An Operational Definition

Operationally, we define metaevaluation as the process of delineating, obtaining, and applying

descriptive and judgmental information about an evaluation’s utility, feasibility, propriety,

accuracy, and accountability for the purposes of guiding the evaluation and reporting its

strengths and weaknesses.
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This definition is designed particularly to serve the metaevaluation needs of evaluators,

clients, and funderswho choose to adhere to the standards issued by the Joint Committee (1981,

1988, 1994, 2003, 2011). The definition is also consistent with metaevaluation applications

of the 2004 American Evaluation Association (AEA) guiding principles for evaluators and

the 2007 U.S. Government Accountability Office (GAO) government auditing standards. (See

Chapter 3 for detailed information on alternative sets of standards that are applicable to

metaevaluations.)

It is instructive to consider the main elements of the definition of metaevaluation,

especially from the perspective of an independent metaevaluator. The process elements of this

definition include both group process and more discrete technical tasks. The group process

tasks of delineating and applying denote a metaevaluator’s interactions with an evaluation’s

evaluator, the client, and other stakeholders of the evaluation being assessed. In planning

the metaevaluation, the metaevaluator identifies and communicates and negotiates with the

client and stakeholders, as appropriate, to reach mutual understandings on the important

metaevaluation questions, how they are to be addressed, how and when the findings are to

be reported, areas of responsibility and authority in regard to different aspects of the work,

resources for the engagement, and the metaevaluation standards. In the metaevaluation’s

concluding stages, the metaevaluator meets or otherwise communicates with the client and

other stakeholders to help them understand, correctly interpret, and apply the metaevaluation

findings. Typically the metaevaluation findings are also conveyed to the evaluator whose

work was assessed. In presenting the metaevaluation findings, the metaevaluator should help

audiencemembers draw justified conclusions and should caution themagainst overgeneralizing

or otherwise incorrectly interpreting or inappropriately using findings.

The obtaining elements in the definition of metaevaluation are the technical tasks required

to collect, analyze, and synthesize the information needed to judge the target evaluation.

Especially involved are the collection and assessment of an evaluation’s plans, budget, contract,

instruments, data, implementation records, interim and final reports, and expense reports;

evaluator credentials; and evidence of uses of findings. In addition, a metaevaluator may

interview, survey, or otherwise collect information and perspectives frompersons involved in or

affected by the evaluation process. As the definition notes, ametaevaluation should be informed

by both descriptive and judgmental information. Descriptive informationmay include statistics

and other quantitative information as well as qualitative information as might be gathered

from interviews and content analysis. Pertinent judgmental information includes judgments

by stakeholders and other interested parties of any and all aspects of the subject evaluation

and might be obtained through focus groups, interviews, hearings, newspaper editorials, and

the like. It is noteworthy that many metaevaluators fail to stay engaged long enough to identify

and assess an evaluation’s impacts (or lack of impacts) pertaining to such future decisions and

actions as increasing or decreasing funding, changing procedures or timelines, introducing

efficiency measures, reformulating policies, training personnel, disseminating lessons learned,

and replicating the program elsewhere (Cooksy & Caracelli, 2005).

Our definition’s bases for judging evaluations are the standards for program, personnel,

and student evaluations developed by the Joint Committee (2003, 2009, 2011). In addition, we
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advise evaluators to use other sets of professionally developed standards that are appropriate in

particular evaluations. Inparticular, these could includeAEA’sGuidingPrinciples forEvaluators

(2004);GAO’sGovernmentAuditing Standards (2007); and theAmericanEducational Research

Association, American Psychological Association, and National Council on Measurement

in Education’s Standards for Educational and Psychological Testing (1999) for evaluating

educational achievement tests and psychological instruments. In some situations, it will be

instructive to employ more than one set of standards for assessing an evaluation. Notably,

J. R. Sanders (1995) found that the 1994 Joint Committee program evaluation standards

and the AEA guiding principles for evaluators (Shadish, Newman, Scheirer, & Wye, 1995b)

are compatible and complementary. Grasso (1999) merged and jointly applied both sets of

requirements. In their analysis of eighteenmetaevaluations, Cooksy and Caracelli (2009) found

that the employment of criteria for metaevaluations ranged from the use of emergent criteria

in a narrative review of information about an evaluation to the structured application of the

1994 Joint Committee program evaluation standards using a checklist.

Qualifications to Undertake Metaevaluations

Professionally recognized standards provide the foundation for sound metaevaluations. How-

ever, the irksome question lingers: Who is qualified to carry out such an important task?

What metaevaluator qualifications should clients or funders bear in mind as they search for

and choose, commission, and fund someone to conduct an independent metaevaluation? We

believe that the following qualifications are essential:

• A working knowledge of alternative sets of professional standards for evaluations, together

with a demonstrated ability to choose, adapt as appropriate, and apply standards that

fit particular evaluation assignments. Without such sure reference points, a metaevalua-

tor’s decisions will appear arbitrary and lack credibility. Moreover, a metaevaluator and

audience will lack a common, valid basis for adjudicating findings and conclusions. (The

next subsection underlines serious potential problems resulting from the inappropriate

application of standards, and also emphasizes that adapting standards may be acceptable

if circumstances so warrant.)

• A combination of methodological expertise and comprehension of the subject program

or other evaluand. A metaevaluator must be qualified to investigate and judge the

technical aspects of the subject evaluation, and also should possess or develop substantial

knowledge of the substantive domain of the subject program or other evaluand. Of

course, a metaevaluator must be capable of judging an evaluation’s quantitative and

qualitative methods. Without adequate grounding in an evaluation’s substantive domain,

a metaevaluator is apt to produce findings that are superficial, invalid, or viewed with

suspicion. Because metaevaluators perform their services across a wide spectrum of

evaluations and substantive areas, however, they cannot be expected to enter every

metaevaluation assignment with the needed level of content expertise. More often than

not, a metaevaluator will begin a metaevaluation assignment with limited knowledge of
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the evaluand on which the target evaluation is focused. Metaevaluators must therefore

excel in making quick, extensive studies of pertinent subject matter domains. Moreover, in

certain cases a client or funder will need to engage a metaevaluation team whose members

possess the needed combination of methodological and content area expertise.

• Sufficient experience and competence to meet clients’ metaevaluation needs. Prospective

metaevaluators should provide evidence of competent performance as metaevaluators or

present credentials to show that they are well trained in the concepts, standards, and

methods of metaevaluation. In either case, they should present documentation affirming

that they possess the knowledge and ability needed to meet clients’ needs. Skills and

experience in undertaking evaluations confidently and effectively are essential, basic

requirements, and it is highly desirable that the prospective metaevaluator have previously

delivered effective, independent metaevaluations.

• Honesty, integrity, and respect for individuals and society generally. These qualities are

essential for all evaluators and have special significance for metaevaluators. Most metae-

valuations culminate in a final judgment of an evaluation. At stake are uses of a subject

evaluation and also the reputations of the evaluator of the programor other evaluand and of

program leaders, managers, and staff. Especially affected are decisions based on the subject

evaluation, which may be overturned or sustained in response to metaevaluation findings.

The consequences of a metaevaluation’s misrepresentation of the subject evaluation for

whatever reason may be dire. The metaevaluator’s craft involves validly substantiating

or discrediting an evaluation’s findings and conclusions, while respecting and guarding

against bringing undue harm to the dignity and self-esteem of involved parties. Complex

issues often are involved because of the diversity of stakeholders and their interests. This

fact underscores the imperative that metaevaluators be sensitive, ethical, and competent.

• Skills in negotiating formal metaevaluation contracts. Such contracts should include

clarification of a metaevaluation’s client, appropriate audiences, the budget, standards

and methodologies to be employed, guarantees of access to needed information, and

responsibility for and authority over editing and distributing reports. Other contractual

factors may include follow-up services to help ensure that the metaevaluation has an

impact. (See Chapter 21 for details on contracting.)

• Anability to effectively communicate and collaboratewith other parties to ametaevaluation.

Typically ametaevaluator ormetaevaluation teamwill have involvementswith awide range

of persons and groups: a program’s evaluator, director, staff, and beneficiaries, among

others. Metaevaluators require skills to communicate forthrightly and diplomatically with

this full range of stakeholders. Especially, they should be skilled in putting at ease andhaving

substantive exchanges with persons who might well be threatened by the metaevaluation

or intimidated by an external metaevaluator. Metaevaluators should show respect for the

full range of parties to a metaevaluation and deal evenhandedly with all of them.Moreover,

they should be able to stimulate interest in the metaevaluation and generate a spirit of

cooperation among the entire group toward obtaining valid, useful findings. They should be

skilled in developing rapport with contributors to themetaevaluation and in asking incisive
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initial and follow-up questions. Metaevaluators must be excellent listeners. Moreover, they

should take care to ensure that those stakeholders who contribute information for or

otherwise assist with the metaevaluation are compensated by receiving or having access to

the metaevaluation’s findings.

Caveats in Applying Standards and Principles

Some caveats are in order concerning the use of standards and guiding principles. The

standards released by the Joint Committee (2003, 2009, 2011) are focused on evaluations of

educational and training programs, education personnel, and students, and are not designed

for use in evaluating programs and other objects outside the fields of education and training.

Moreover, the Joint Committee expressly developed its standards for use in the United States

andCanada and pointedly cautioned against uncritical use of these standards outside theNorth

American context. In this regard, it should be remembered that the Joint Committee defined

a standard as a principle commonly agreed to by the parties whose work will be evaluated

against the standard. The committee argued that evaluators in other countries should carefully

consider what standards are acceptable and functional within their culture. There are definite

problems in transferring North American standards on human rights, freedom of information,

the right to privacy, and other matters covered by the Joint Committee’s standards to cultures

outside the United States and Canada (Beywl, 2000; Jang, 2000; N. L. Smith, Chircop, &

Mukherjee, 2000; Taut, 2000; Widmer, Landert, & Bacmann, 2000). Nevertheless, evaluators

in a number of countries have adapted the Joint Committee’s standards for use in guiding

and judging their evaluations and secured agreements among their colleagues to apply the

standards. Also, evaluators often have adapted the Joint Committee’s standards and used them

to conduct evaluations outside the fields of education and training. When evaluators and their

client groups agree that the Joint Committee’s standards are applicable to their noneducational

evaluations, we see no problem with pertinent adaptations and applications.

The 2004 AEA guiding principles for evaluators also have an American orientation. It is

noteworthy, however, that AEA’s membership includes evaluators from many countries. AEA

seems to espouse the reasonable position that its members and other evaluators, wherever they

may be conducting evaluations, should adhere at least to the AEA guiding principles if

they intend to claim consistency between their evaluations and what AEA recommends for

conducting sound evaluations. It is noteworthy that the Joint Committee’s standards provide

extensive detail beyond what is included in the AEA guiding principles, but that the guiding

principles are designed for use across a wide array of disciplines and service areas. It often

makes sense to apply both the Joint Committee standards and the AEA guiding principles in

metaevaluations, thus taking advantage of their complementarities.

GAO (2007) has shared its government auditing standards with government accounting

organizations and accountants throughout the world, for whatever considered use they might

make of these U.S. standards. The GAO standards are referenced and used, at least as a model,

in a wide range of countries. We perceive that many auditors throughout the world view the

GAO standards as the best available model for setting and applying standards of financial

accounting in government programs.
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The point of this discussion of caveats is that standards used in given metaevaluations

shouldhavebeenvalidated for suchuse.Clearly,metaevaluators canchoose fromalternative sets

of standards for soundevaluations. InChapter 3wepresented the standards thatwe recommend

for consideration; but these standards should be used in accordance with their stated purposes

and spheres of applicability. Although these standards provide excellent examples of essential

aspects of standards, they are not intended for universal applicability. Evaluators outside

North America should carefully determine which standards are professionally and politically

acceptable in their context. These might or might not reflect the contents of the standards that

have been developed and adopted for use in the United States and Canada.

The final part of this chapter’s operational definition of metaevaluation highlights its basic

purposes as guiding the evaluation and reporting its strengths and weaknesses. Like any other

kind of evaluation, ametaevaluationmay have a formative role in helping an evaluation succeed

and a summative role in helping interested parties judge the evaluation’s merit and worth.

Metaevaluation in Relation to Meta-Analysis

As part of our conceptualization of metaevaluation, it is instructive to contrast metaevaluation

and meta-analysis. Although these terms refer to quite different concepts, they are often

inappropriately equated. A metaevaluation assesses the merit and worth of a given evaluation,

evaluation system, or evaluation device. A meta-analysis is a form of quantitative synthesis

of studies that address a common research question (see Chapter 6). In program evaluation

research contexts, a meta-analysis usually involves a contrast between treatment and control

or between treatment A and treatment B. Conducting research across a selected set of similar

studies, an investigator calculates and examines the positive or negative direction, magnitude,

and statistical significance of effect sizes. The objective is to determine the pervasive, overall

effect of a class of treatments.

Although metaevaluation and meta-analysis are different activities, metaevaluations have

applications inmeta-analysis studies (also see T. D. Cook&Gruder, 1978).Metaevaluations are

used first to evaluate and determine which candidate comparative studies qualify for inclusion

in a defensible meta-analysis database. Also, a metaevaluation can and should be conducted to

assess the merit and worth of a completed meta-analysis. The meta-analysis technique is rarely

applicable in a metaevaluation, because most evaluations do not involve multiple comparative

studies in a particular program area.

An Instructive Metaevaluation Case

The following example describes a metaevaluation that adhered quite closely to the preceding

conceptualization of metaevaluation. Our presentation of this metaevaluation is intended to

help readers identify the main tasks that are present in most metaevaluations.

This illustration is of a metaevaluation of the teacher evaluation system previously

employed by Teach for America (TFA), an organization that recruits, trains, and certifies
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graduates of various baccalaureate programs for service as teachers in inner-city schools. In

our illustration, the teacher trainees had four-year degrees grounded in an arts and sciences

discipline, but most had no university-based teacher education. TFA’s role was to recruit able

college graduates desiring to serve inner-city students; provide them with a year of on-the-

job, supervised teacher training in inner-city schools; rigorously evaluate their performance

and potential during and immediately following this probationary period; and subsequently

recommend only satisfactory performers for certification as effective teachers.

The metaevaluation function was important to TFA’s financial sponsors, administrators,

certifying bodies, constituent school districts, and teacher trainees. TFA’s leaders needed

to demonstrate the program’s quality, integrity, and ability to produce and recommend

only competent teachers, because the program was an innovative, radical alternative to

traditional programs for educating and certifying teachers. Those other programs involved

teacher trainees in a four-year or five-year, on-campus college or university baccalaureate

program. Some members of the teacher education establishment charged that TFA’s program

was inferior to traditional college and university teacher education programs, because the

teacher trainees had not received sustained instruction from teacher educators in school

functioning, teaching techniques, classroom management, assessment techniques, and char-

acteristics of children and youth. Such criticisms are ironic because traditional teacher

education programs have been severely criticized for failing to produce sufficient quantities

of keenly intelligent, effective instructors with a substantial grounding in relevant disci-

plines. Clearly the traditional programs had not supplied enough certified teachers to meet

inner-city school districts’ needs, as evidenced by the large numbers of vacant teaching

positions; employment of many teachers with emergency, provisional certificates; assign-

ment of teachers to teach subject matter outside their college major; and the heavy use of

substitute teachers.

Urban school districts have had great difficulties in hiring and retaining competent

teachers to fill needs in the various subject matter and specialty areas and across grade

levels. With the advent of TFA, many inner-city schools were understandably interested in

the possibility of hiring TFA graduates to meet their staffing needs, especially because these

graduates had majors in such areas as mathematics, physics, biology, chemistry, history,

English, modern languages, and geography. The graduates’ desire and availability to teach

in inner-city schools would be a plus if they also possessed skills in regard to classroom

management, instructional planning, effective communication, motivating students, using

technology, achievement testing, teamwork, and securing parental involvement. Urban school

districts potentially were an important market for TFA.

Understandably, the school districts and their respective school boards required solid

assurances that TFA’s graduates were well trained and appropriately equipped to deliver

excellent teaching services to inner-city students. State bodies that certify teachers also needed

evidence that TFA’s teacher candidates had developed the needed teaching competencies.

The teacher candidates themselves needed assurances that they would be functioning in a

profession to which they were well suited and for which they were appropriately prepared,

and that they would be welcomed and respected. They also deserved to be credentialed or
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screened out based on fair, valid, impartial assessments. If TFA could expect state governments

to approve, trainees to enroll, and schools to employ the graduates, it needed to achieve

and maintain credibility based on the soundness of its bold alternative to traditional teacher

preparation and certification programs. Fundamentally it needed to do an excellent job of

preparing the teacher candidates and also conduct and report on a rigorous, credible evaluation

of the postpreparation qualifications of each TFA graduate. TFA’s evaluation of the teacher

trainees was a crucial task in awarding certification and getting only qualified teachers into

the schools. Its system for evaluating the probationary teachers was labeled the performance

assessment system (PAS).

In 1995 TFA commissioned a metaevaluation to help ensure that PAS was providing a

credible, technically sound basis for assessing the competence of TFA’s teacher candidates. The

metaevaluation also was deemed important to convince interested parties that PAS had been

subjected to an independent metaevaluation. TFA engaged William Mehrens from Michigan

State University, JasonMillman fromCornell University, andDaniel Stufflebeam fromWestern

Michigan University to serve as the metaevaluation team. All three were extensively published

experts in evaluation theory and methodology and collectively possessed specialized expertise

in state teacher certification systems, measurement and statistics, evaluation standards, and

metaevaluation procedures. TFA commissioned this team to determine whether PAS, in design

and execution, fairly, reliably, and accurately evaluated beginning teachers.

The five main components of PAS were teacher-compiled portfolios, portfolio assessors,

a system of training and calibrating the assessors, systematic examination and assessment of

portfolios, and certification recommendations derived from the assessments. The evidence in

each teacher’s portfolio included teaching plans, videotaped teaching, the teacher’s assessment

devices, student work, and an analysis of the students’ academic growth. The portfolio also

included survey results from the teacher’s principal, other supervisors, teacher colleagues,

parents, and students.

Two specially trained assessors independently evaluated each portfolio according to

preestablished rubrics and produced subscores for the specified certification criteria. A third

assessor resolved any unacceptable discrepancies between the first two sets of ratings.

The metaevaluators assessed whether each of the following was sound: the performance

assessmentdesign andcriteria, assessors’ selection and training, implementationof theportfolio

review process, assessments of teachers’ impacts on student learning, quantitative analysis of

the assessors’ ratings of probationary teachers, legal defensibility of PAS, and plans for PAS’s

wider use. The metaevaluators also assessed PAS against the requirements of the 1988 Joint

Committee personnel evaluation standards to reach judgments about PAS’s utility, feasibility,

propriety, and accuracy.

Themetaevaluators first obtained fromTFA and studied documents related to the selected

metaevaluation questions and the twenty-one 1988 Joint Committee personnel evaluation

standards. Among others, these documents included the teacher trainees’ academic records;

the credentials of the assessors assigned to evaluate the evidence on each probationary

teacher; and the TFA plan and associated recruitment, training, and assessment criteria and
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devices. The metaevaluators observed and prepared field notes on the training of assessors

and examined a sample of the beginning teachers’ portfolios. Subsequently they observed the

assessors’ actual assessments of the teachers’ materials and analyzed the ratings and resulting

certification recommendations, especially for reliability of subscores and agreements on final

recommendations. Throughout the process, themetaevaluators conducted both telephone and

face-to-face interviews with a range of participants. Examination of the obtained evidence was

used to judge whether TFA’s PAS met, partially met, or failed to meet each of the 1988 Joint

Committee standards. Themetaevaluators also referenced pertinent policies, statutes, and laws

to assess the legal viability of TFA’s assessment structure and process. Finally, they produced

an executive summary, a full-length report, and a technical appendix for the completed

metaevaluation. In accordance with the metaevaluation contract, these reports were delivered

to TFA for its discretionary use. The metaevaluation contract included no provision for

follow-up work by the metaevaluators—a limitation, if not a deficiency, of the metaevaluation.

The basic findings were that TFA’s evaluation team performed creditably and legally in

conducting and reporting summative evaluations of probationary teachers. Also, TFA was

judged to have performed professionally in informing its state department and school district

clients about the evaluation findings. The metaevaluation identified areas where TFA needed

to improve PAS, especially in providing less hurried training for the assessors, strengthening

the assessments of the teacher trainees’ impacts on student learning, and better matching

assessors and trainees on content areas and grade levels taught.

Metaevaluation Tasks

The preceding TFA example points to eleven main tasks that should be considered in planning

a metaevaluation process. These tasks are summarized in Table 25.2 in terms of the eleven task

areas and the definition of each one’s central task. Basically, these are generic tasks. Because

metaevaluation is only a special type of evaluation, readers should not be surprised that the iden-

tified tasks apply to evaluations in general and not only tometaevaluations. Readers should keep

inmind that these tasks were derived from the PASmetaevaluation case; not all the tasks would

necessarily apply in all formative and summative metaevaluations, and additional tasks some-

times are needed. The following task areas and associated tasks, then, are suggested mainly as

a heuristic for use in planning metaevaluations and selecting appropriate methods.

Task Area 1: Staffing

TFA selectedMillman,Mehrens, and Stufflebeam to address three specialized areas, in addition

to the broader area of teacher evaluation systems, in which they had previous experience.

Millman, a past president of the National Council on Measurement in Education, focused

especially on technical measurement questions, a topic on which he had published much

and was eminently qualified. Mehrens examined PAS’s legal viability, reflecting his extensive

experience in assessing the legal viability of state teacher certification systems. Stufflebeam

assessed PAS against the twenty-one 1988 Joint Committee personnel evaluation standards,
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Table 25.2 Generic Metaevaluation Tasks

Task Area Task

1. Staffing Staff the metaevaluation with one or more qualified metaevaluators.
...................................................................................................................................................................................................
2. Stakeholder engagement Identify and arrange to interact with the metaevaluation’s stakeholders.
...................................................................................................................................................................................................
3. Standards Agree on standards, principles, or criteria to judge the evaluation system or particular evaluation.
...................................................................................................................................................................................................
4. Questions Define the metaevaluation questions.
...................................................................................................................................................................................................
5. Formal agreements Issue a memo of understanding or negotiate a formal metaevaluation contract.
...................................................................................................................................................................................................
6. Existing information Collect and determine the adequacy of pertinent, available information.
...................................................................................................................................................................................................
7. New information Collect new information as needed.
...................................................................................................................................................................................................
8. Analysis and synthesis Analyze and synthesize the obtained information.
...................................................................................................................................................................................................
9. Reaching conclusions Judge the evaluation or evaluation system in terms of its adherence to appropriate standards, principles,

or criteria.
...................................................................................................................................................................................................
10. Reporting Convey the findings through reports, correspondence, oral presentations, workshops, and other means.
...................................................................................................................................................................................................
11. Follow-up As appropriate and feasible, help the client and other stakeholders interpret and apply the findings.

whosedevelopmenthehad led.These considerations aside, clearlyTFAdidnot select these team

members for their gender or racial diversity, although these are often relevant considerations.

Presumably this team was selected to provide expertise that the client group lacked and to

provide an independent, credible perspective on TFA’s evaluation process. However, clients

will not always be able to or need to engage an independent metaevaluator. In some resource-

poor evaluations and especially in formative evaluations, evaluators appropriately might do

much or all of the formative metaevaluation themselves. Such self-metaevaluation practice is

better than conducting no metaevaluation at all, provided that the evaluator systematically

addresses and adheres to appropriate professional standards for evaluations.

Task Area 2: Stakeholder Engagement

In contemplating conducting a metaevaluation, the metaevaluator should clearly identify

the client and other appropriate audiences for the metaevaluation reports. In the TFA case, the

client group included TFA’s leaders and staff. The metaevaluation also had many additional

stakeholders, among them TFA’s teacher trainees and the participating state education

departments and school districts. Other audiences were teachers, school board members,

administrators, and students and their parents in the involved school districts.

Task Area 3: Standards

A fundamentally important task is to reach agreement on the standards, principles, or criteria

that will form the basis for judging the subject evaluation or evaluation system. As noted

earlier, the metaevaluators and the TFA leaders agreed early in the metaevaluation planning

process that PAS would be judged against the twenty-one 1988 Joint Committee personnel

evaluation standards.



Trim size: 7in x 9.25inStufflebeam c25.tex V2 - 08/06/2014 9:36am Page 645

METAEVALUATION TASKS 645

Task Area 4: Questions

Basically, the metaevaluators and client group in the TFA case agreed that the metaevaluation

should address questions concerning the soundness of all key PAS components, especially the

following:

• The performance assessment design and criteria

• Assessors’ selection and training

• Implementation of the portfolio review process

• Assessments of teachers’ impacts on student learning

• Quantitative analysis of the assessors’ ratings of probationary teachers

• Legal defensibility of PAS

• Plans for PAS’s wider use

A pervasive metaevaluation question, associated with those just listed, asked whether the

individual components and PAS overall were meeting the 1988 Joint Committee personnel

evaluation standards’ requirements for utility, feasibility, propriety, and accuracy.

Task Area 5: Formal Agreements

Another early task in the metaevaluation process is to clarify in writing the agreements needed

to guide the metaevaluation and often to negotiate a formal metaevaluation contract. Among

the important agreements reached in the TFA case were the standards to use in judging the

evaluation system, definition of the metaevaluation issues and questions, guaranteed access to

the needed information, required substance and timing of reports, designated responsibility

and authority to edit and release the metaevaluation reports, and provision of the required

resources. Formal contracts are not always required, especially in small, formative, internally

conductedmetaevaluations. In general, though, it is wise and can prove important to clarify and

record as much as feasible the basic agreements that will guide and govern the metaevaluation,

including provisions for subsequently modifying the agreements by mutual consent as needed.

In the contracting process, the metaevaluator and client should carefully consider whether the

metaevaluator should help the metaevaluation audience interpret and apply findings following

delivery of the final report. If an agreement is reached to obtain such follow-up metaevaluation

work, the metaevaluation budget should include funding for this activity. Increasingly, we

see follow-up metaevaluation services as crucially important to help foster effective use

of metaevaluation findings and actually to enhance and document the cost-effectiveness of the

metaevaluation work.

Task Area 6: Existing Information

The next task in the TFA metaevaluation was to compile and review the available, relevant

information. Often a metaevaluator can collect such information at a program’s central office
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or even have such information delivered by mail or e-mail. The initial information collection

process typically culminates in a desk review of relevant documents and filed information. In

the evaluation of PAS, the metaevaluators obtained and reviewed a wide range of documents

pertaining to all parts of PAS: the performance assessment design and criteria, assessors’

credentials, assessor training materials, trainees’ portfolios, ratings of trainees, and so on.

Task Area 7: New Information

Following review of extant information, a metaevaluator often must collect additionally

needed information on-site, especially information that can be obtained only where program

activities are under way. For example, the TFA metaevaluation included telephone and on-

site interviews, observations of assessor training sessions, and study—in a secure setting—of

portfolios collected fromTFA trainees. To reach valid conclusions, metaevaluators need access

to all the relevant, available information and authorization to collect any additionally needed

information. Basically, they should obtain the full range of information required to address the

metaevaluation questions and apply all the applicable standards and principles.

Task Area 8: Analysis and Synthesis

After compiling the needed information, a metaevaluator should analyze and synthesize the

information. In the TFA case, the metaevaluators began the analysis work by summarizing

each metaevaluation method’s findings for each of the key metaevaluation questions and

for each metaevaluation standard. Subsequently, the metaevaluation team looked across the

findings for the differentmethods and summarized their agreements and disagreements related

to answering each metaevaluation question and determining whether in the aggregate each

metaevaluation standard was met, partially met, or not met.

Task Area 9: Reaching Conclusions

Based on the analysis and synthesis of findings, the metaevaluators in the TFA case then

deliberated to converge on their compressed set of basic conclusions. They judged each

of PAS’s components and also reached judgments of PAS overall in relation to each of

the employed 1988 Joint Committee personnel evaluation standards. As noted earlier, the

team reached chiefly positive bottom-line judgments of PAS but also identified areas for

improvement.

Task Area 10: Reporting

Reporting effectively to the client group is crucially important to secure appropriate metae-

valuation impacts. Such reporting should include an executive summary suitable for wide

distribution, a detailed report keyed to answering the metaevaluation questions and judging

the evaluation or evaluation system against the adopted metaevaluation standards, and a tech-

nical appendix or technical report describing the tools and data that led to themetaevaluation’s

conclusions. Moreover, reporting should go beyond delivery of printed reports to include such



Trim size: 7in x 9.25inStufflebeam c25.tex V2 - 08/06/2014 9:36am Page 647

METAEVALUATION ARRANGEMENTS AND PROCEDURES 647

interactive activities as oral presentations and follow-up discussions, workshops to go over the

findings, focus groups, and webinars.

In addressing the reporting task, the TFA metaevaluators divided up the writing assign-

ments, produced draft sections for the final report, and reviewed and discussed the report’s

draft components. One team member then compiled the entire report and submitted the

semifinal draft to the client for review. After considering critiques from the client and other

stakeholders, the metaevaluators finalized their report and transmitted it to the client. In

their printed report, the TFA metaevaluators presented tables showing both quantitative and

qualitative analyses, followed by judgments of TFA’s adherence to each of the twenty-one 1988

Joint Committee personnel evaluation standards. Their report generally endorsed the merit

and worth of PAS, as assessed against the standards, and also pointed to specific areas requiring

improvement.

As with other tasks, how extensive the reporting work needs to be depends on the

metaevaluation context. For example, if the metaevaluation is sensitive, large scale, and

summative, formal written reports of findings will be required along with a supporting

technical appendix or a technical report. In more formatively oriented metaevaluations,

however, findings may appropriately be conveyed through e-mails, letters, telephone calls,

discussion sessions, and so forth.

Task Area 11: Follow-Up

Following delivery of the final report, the TFA metaevaluation team stood ready to help the

client and other stakeholders interpret and apply the findings. Such follow-up activity can

be crucially important to (1) help the client strengthen an evaluation system; (2) assist the

client with disseminating the metaevaluation findings; (3) help interested stakeholders use

the metaevaluation findings appropriately and productively; (4) ensure that various report

recipients do not misinterpret, misrepresent, or misapply the findings; and (5) document

and assess the metaevaluation’s impacts and cost-effectiveness. Metaevaluation follow-up

procedures will not always be desired and funded by a client. Clearly, metaevaluators cannot

be expected to remain available to address a client’s follow-up needs after completing a

metaevaluation if no prior agreement and no associated funds exist to make this feasible.

We recommend that in the initial contracting process—especially in large, summatively

oriented metaevaluations—the metaevaluator and client carefully consider the desirability and

possibility of engaging the metaevaluator to provide services following delivery of the final

report. Often such follow-up services can contribute importantly to a metaevaluation’s impact,

but this contribution is unlikely to occur if the client has not planned and budgeted for the

metaevaluator’s follow-up involvement.

Metaevaluation Arrangements and Procedures

Using the eleven metaevaluation tasks just discussed, we next look at some of the specific

arrangements and procedures that have proved useful in eleven metaevaluations: two of

personnel evaluation systems, six of program evaluations, one of a needs assessment system,
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one of alternative theoretical approaches to evaluation, and one of a large-scale student

assessment system.

One of the personnel evaluation–related metaevaluation examples focused on the system

the U.S. Marine Corps (USMC) used prior to the mid-1990s to evaluate the performance

of officers and enlisted personnel, and the other addressed the system that the Hawaii

Department of Education had been using to evaluate Hawaii’s public school teachers. The

examples of metaevaluations of program evaluations were focused on an independent eval-

uation of the New York City school district’s tryout of the Waterford Integrated Learning

System’s computer-assisted basic skills program for elementary school students (Finn, Stevens,

Stufflebeam, & Walberg, 1997); an evaluation of programs at the Appalachia Regional Edu-

cational Laboratory; an evaluation of the Reader Focused Writing program for the Veterans

Benefits Administration (Datta, 1999; Grasso, 1999; Stake & Davis, 1999); an evaluation of

a national distance baccalaureate program in an island nation of Southeast Asia; a small-

scale, modest formative metaevaluation of Michael Scriven’s first goal-free evaluation (of

an early childhood program in a southern California school district); and an independent,

formative metaevaluation of a task force’s plan to evaluate the Himachal Pradesh Aadhar

Programme (in Hindi, Aadhar means “support”) in India, a nationally funded program for

developing the state’s capacity to strengthen its primary schools. (The metaevaluation of

the plan for evaluating India’s Himachal Pradesh Aadhar Programme was funded during the

past decade by Cambridge Education in England; conducted by Stufflebeam from his base

in Michigan; and rendered as an independent, formative metaevaluation to help an India

national government–sponsored, fourteen-member evaluation team strengthen its evalua-

tion plan.) The metaevaluation needs assessment example was a metaevaluation conducted

by the U.S. Army command in Europe to assess needs assessments it was using in the

mid-1980s to plan and offer courses to soldiers based in Europe. The metaevaluation of

theoretical approaches was Stufflebeam’s assessment (2001b) of alternative program evalua-

tion models. The metaevaluation of a large-scale assessment system focused on an attempt

by the National Assessment Governing Board (NAGB) to set achievement levels on the

National Assessment of Educational Progress (NAEP; Stufflebeam, Jaeger, & Scriven, 1992;

Vinovskis, 1999).

Space limitations prohibit in-depth discussion of any of these cases. Instead, we cite them to

highlight particular arrangements and procedures that proved useful in conducting the eleven

tasks identified earlier and to illustrate the different types of metaevaluation. Our intent is to

help readers consider arrangements and procedures that might aid in the conduct of the eleven

metaevaluation tasks and, where feasible, to show alternative ways of approaching different

tasks. Clearly, a metaevaluation’s context is important in determining when a procedure is or

is not applicable and likely to be effective. In discussing these procedures, we offer caveats and

commentary to help readers maintain circumspection in considering whether, when, and how

to adapt and apply the cited arrangements and procedures. Following a restatement of each

of the eleven tasks, we discuss the arrangements and procedures that we judge to have been

useful in the referenced metaevaluations.
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Task 1: Staff the Metaevaluation with One or More Qualified
Metaevaluators

Clients should engage metaevaluation teams whose members have the needed technical

qualifications, content knowledge, and credibility. The members should be respected and

trusted by the stakeholders. In setting up the metaevaluation team for the USMC, it was

important to include persons withmilitary personnel evaluation experience, as well as expertise

in the different aspects of metaevaluation. The metaevaluation for the New York City school

district’s computer-assisted basic skills program included the perspectives of metaevaluators

with experience in educational research, program evaluation, educational policy, and school

district operations, as well as the perspectives of men, women, and minorities. This team also

could have used additional perspectives representing school- and classroom-level operations,

computer technology, and possibly other elements. Generally themetaevaluation team’s leader

should clarify the required work and involve the client and stakeholders in appointing a

qualified team.

In some situations, the client can afford to employ only a single metaevaluator and should

then engage the most credible, capable metaevaluator that can be found. For example, over

a period of years, the Evaluation Center at Western Michigan University employed William

Wiersma to conduct its annualmetaevaluations ofAppalachia Regional Educational Laboratory

project evaluations. He met this need exceptionally well because of his stature as an eminent

educator, researcher, and author of widely used educational research methodology textbooks.

He was thoroughly familiar with professional standards for evaluation and educational mea-

surement. His more than forty years of research on schools and teacher education programs

equipped him to understand education at all levels and to relate effectively to teachers, school

administrators, policymakers, researchers, teacher educators, parents, and students.Wiersma’s

impressive credentials give an indication of the characteristics one should seek for a “lone

ranger” metaevaluator assignment. The published metaevaluations by Datta (1999) and Grasso

(1999) of the Stake and Davis (1999) evaluation of the Reader Focused Writing program for

the Veterans Benefits Administration also illustrate the engagement of single, credible metae-

valuators. The government of India chose Stufflebeam to conduct metaevaluations of plans

for four statewide evaluations of the nation’s primary school reform program (including the

metaevaluation of the Himachal Pradesh Aadhar Programme evaluation), particularly because

the government had decided to apply the 1994 Joint Committee program evaluation standards

and because Stufflebeam had led development of the original 1981 edition of those standards.

Even in the face of restricted resources and a need for an independent formative metae-

valuation, an evaluator can sometimes obtain metaevaluation services from a colleague at little

or no cost. For example, Stufflebeam’s assessment of Scriven’s goal-free evaluation referenced

earlier involved a fee of only one hundred dollars. On reviewing Scriven’s initial evaluation

plan, Stufflebeam judged that Scriven’s plan to observe mainly classroom activities would

miss program effects occurring on the school’s playground and elsewhere outside the school.

Following a revision of the evaluation plan, the program’s main effects were identified—and

not in classrooms but on the playground.
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Sometimes an evaluator cannot or need not engage even a single independent metaeval-

uator, especially when the target evaluation is internal, small scale, and informal. Even then,

an evaluator usefully can self-assess and report on evaluation plans, operations, and reports,

having compared them against pertinent professional principles and standards.

Task 2: Identify and Arrange to Interact with the Metaevaluation’s
Stakeholders

The metaevaluation for the USMC was instructive in regard to the identification and involve-

ment of stakeholders. Prior to contracting for the metaevaluation, the USMC leadership

established two stakeholder review panels and arranged for systematic interaction between

them and the metaevaluators. On the executive-level panel were eleven generals, four colonels,

the sergeant major of the USMC, and some other officers. The second-tier stakeholder review

panel included about twenty representatives from different ranks of officers and enlisted

personnel. In setting up and arranging for systematic inputs from these broadly representative

panels, the USMC sought to ensure that the metaevaluation would be relevant and credible to,

and informed by, marines at all levels.

A USMC management office scheduled monthly meetings between the metaevalua-

tion team and each panel, with each meeting scheduled for at least two hours. The

metaevaluation team was contractually required to deliver printed reports at least ten working

days in advance of the meeting, and the panelists were expected to read and prepare to discuss

the reports. Collectively these reports spanned all major tasks in the metaevaluation: selection

of standards for judging the USMC’s personnel evaluation system; plans and instruments for

obtaining information; diagnoses of strengths and weaknesses in the current personnel evalua-

tion system; assessments of alternative personnel evaluation systems used in business, industry,

and six other military organizations; generation and evaluation of three alternative personnel

evaluation systems; and a plan for operationalizing and testing the selected new personnel eval-

uation system. For both groups, a designated general officer presided over each meeting.

Every meeting began with a briefing by the metaevaluators using an overhead projector,

with copies of the transparencies distributed to all persons present. A period of questions,

answers, and discussion followed. In concluding each meeting, the presiding general officer

asked each panelist to address a bottom-line question. This general then summarized the

meeting’s main outcomes. Subsequently an assigned officer prepared and distributed a report

of the discussion and conclusions reached at the meeting. These meetings were highly

substantive and productive, with one lasting more than five hours without a break. We

judge these USMC panelists to have been exemplary of the demeanor and contributions of

evaluation clients; they were consummately professional, substantively engaged, and ultimately

well-informed decision makers. It is noteworthy that at stakeholder review panel meetings

virtually all members of both panels had thoroughly read and marked up the advance reports,

and they engaged productively in in-depth discussion of the reportedmetaevaluation processes

and findings.

A limitation was that the stakeholder review panels were top heavy with high-ranking

officers, a significant issue considering that they had all been promoted by the personnel
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evaluation system under investigation. Also, all of the panelists worked in the Washington,

DC, area, not, for example, in California, Hawaii, Montana, Russia, Saipan, or Okinawa.

There was a risk that voices and concerns of rank-and-file members throughout the USMC

would not be sufficiently represented and heard. The metaevaluators had to strive mightily

to convince the Washington-area generals of the need for additional inputs from outside

the Washington, DC, area and from the full range of marine ranks. With these other

inputs secured through surveys and site visits, the stakeholder involvement aspect of this

metaevaluation improved.

We are confident that the structure involved in this project for the USMC could be

beneficially applied in metaevaluations set in school districts, foundations, businesses, and

other nonmilitary settings. Nevertheless, this example’s stakeholder involvement procedures

were largely dictated by the culture of the USMC and the fact that the commandant had

mandated the metaevaluation and associated reform of the USMC’s performance evalu-

ation system. In other less structured institutions, a more flexible process of identifying

and interacting with stakeholders might be preferable. Also, metaevaluators should keep in

mind that some important metaevaluation stakeholders are identifiable only as the metae-

valuation unfolds. In such cases, a metaevaluator and client should consider keeping open

the question of who should be involved and informed throughout the metaevaluation and

engaging these individuals over time as appropriate. To pursue the most effective process

of interaction, a metaevaluator should carefully study and take into account the metaeval-

uation’s context and the client organization’s culture and preferred style of communication

and involvement.

Not all metaevaluations need heavy involvement of stakeholders. As an example, there

was minimal involvement of stakeholders in Stufflebeam’s metaevaluation (2001b) of alter-

native theoretical approaches to evaluation. He engaged the authors of a number of

the approaches evaluated to react critically to his characterizations and assessments of their

approaches, obtained critiques of the draft manuscript from colleagues, and had an extensive

exchange with Gary Henry, who was coediting the New Directions for Evaluation volume in

which the metaevaluation report, titled Evaluation Models, eventually appeared (Stufflebeam,

2001b). Although some metaevaluations will require extensive, somewhat formal interaction

with stakeholders, others require little, if any, interaction with either a narrow or a wide

range of stakeholders. Also, sometimes systematic involvement of stakeholders throughout

the metaevaluation process is not feasible. For example, Stufflebeam managed only limited

interaction with stakeholders in his Michigan-based metaevaluations of India’s primary school

reform program evaluation plans and of the distance baccalaureate program in Southeast Asia.

Nevertheless, in each of those cases one intensive, face-to-face exchange was arranged near the

end of the metaevaluation process. In the distance baccalaureate case, Stufflebeam traveled to

Southeast Asia, where he met with stakeholders and also gathered information beyond what

had been mailed to him. In the India case, members of the evaluation task force traveled to

Michigan andmet for an extensive exchange of information with Stufflebeam. Ametaevaluator

should carefully consider a study’s setting and exercise judgment in deciding how best to

involve stakeholders.
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Task 3: Agree on Standards, Principles, or Criteria to Judge the Evaluation
System or Particular Evaluation

Evaluation is a professional activity. Therefore it is often appropriate and helpful to judge evalu-

ations against the professional standards and principles of the evaluation field. Indeed, the need

to invoke professional standards for evaluations is one of this book’s key themes. The likelihood

of harmonious conduct of an evaluation and securing its intended uses are enhanced when

metaevaluators and their clients reach a clear advance understanding of the standards, prin-

ciples, or criteria to be applied in evaluating a target evaluation. Depending on the particular

situation, an evaluator and client may choose from among a range of published standards and

principles pertaining to evaluation. Some examples follow, and, of course, Chapter 3 deals in

depth with standards and principles for evaluations.

TheAmericanEducational ResearchAssociation,AmericanPsychologicalAssociation, and

National Council onMeasurement in Education’s Standards for Educational and Psychological

Testing (1999) is especially useful for assessing educational testing programs (for example,

NAGB’s attempt to set achievement levels on NAEP and various state educational testing

programs) and particular assessment devices. Applications of these standards to metaevaluate

measurement devices are seen in the various volumes of the Buros Institute’s Mental Mea-

surements Yearbooks. Other potentially useful standards include the 2007 GAO government

auditing standards and 2004 AEA guiding principles for evaluators.

The standards most used in our metaevaluations are the Joint Committee’s personnel,

program, and student evaluation standards (1981, 1988, 1994, 2003, 2009, 2011). They have

been applied widely in North American educational evaluations. For example, the Hawaii State

Board of Education adopted the Joint Committee program and personnel evaluation standards

as state policy, stipulating that these standards be used to assess and strengthen Hawaii’s

system of educational accountability.

Although the Joint Committee standards were developed for use in evaluating North

American educational evaluations, certain groups have found them appropriate and useful

in other areas. For example, with minor modifications, the USMC adopted the 1988 Joint

Committee personnel evaluation standards for use in assessing and reforming its system for

evaluating officers and enlisted personnel. Similarly, General Motors (Orris, 1989) used the

1988 Joint Committee personnel evaluation standards to evaluate its system for evaluating

executives. The U.S. Army applied the 1981 Joint Committee program evaluation standards

to evaluate needs assessments conducted to help determine what courses the army should

provide for soldiers stationed in Europe. The program evaluation standards were also used

to evaluate the local, primary evaluation of the distance baccalaureate program in an island

nation of Southeast Asia and plans for four statewide evaluations of India’s current national

school reform initiative.

In metaevaluations of the Stake and Davis (1999) evaluation, Datta (1999) employed the

AEA guiding principles for evaluators (Shadish, Newman, Scheirer, &Wye, 1995a, 1995b), and

Grasso (1999) mainly applied the AEA guiding principles (Shadish et al., 1995a, 1995b) but also

referenced the 1994 Joint Committee program evaluation standards.
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We acknowledge that a metaevaluator and a client evaluator (that is, an evaluator whose

evaluation the metaevaluator is assessing) need not always reach an advance agreement on

an explicit set of standards, principles, or criteria for judging an evaluation. Such formal

negotiation of the bases for judging an evaluation tend to be unnecessary when only the

evaluator needs the feedback, the orientation is formative rather than summative, the target

is a draft evaluation plan or a particular issue in the evaluation, and the need for feedback

is immediate. In such cases, an experienced metaevaluator’s professional judgment may

suffice. Metaevaluators should formally invoke pertinent evaluation standards, principles, and

criteria when a metaevaluation would thereby be strengthened, when doing so is feasible,

and especially when it is essential to maximize a metaevaluation’s credibility. These conditions

will usually pertain in summative metaevaluations and often in formative metaevaluations of

fairly broad scope and large size.

Our experience with and the research on metaevaluation are too limited to yield definitive

advice on weighting different standards for judging evaluations (see also Wingate, 2009).

In general, we advise metaevaluators to begin by assuming that all the involved standards

should be accorded equal importance. Following deliberation with stakeholders and careful

thinking about a particular metaevaluation, one should, if appropriate, differentially weight

standards or, especially, categories of standards. Sometimes it will be clear that some standards

are not applicable in a particular metaevaluation. For example, the U.S. Army command

in Europe decided that the Joint Committee’s standards for accuracy, feasibility, and utility

were highly applicable for judging the targeted needs assessment system, but that there was

no need to invoke the propriety standards. If more were known about this case, one might

justifiably disagree with the U.S. Army command’s decision to exclude the propriety standards.

Realistically, metaevaluators and their clients have to make choices about assigning relative

importance to different standards or, as in the army case, categories of standards. In doing so,

metaevaluators should carefully render judgments and document the basis for those judgments.

In general, fewer standards will be applicable and important to the extent that ametaevaluation

is small, formative, and directed only to an evaluator or a small audience.

Large-scale, summative metaevaluations employing the Joint Committee’s standards often

require that all the standards be applied. In such situations, a metaevaluator might justifiably

decide that certain standards are so important that a failing gradeonanyof themwould cause the

evaluation to fail, even though high marks might have been attained on the other standards. In

the case involving evaluation of alternative evaluation models, the metaevaluator (Stufflebeam)

decided that no model should receive a passing grade if it failed any of the following standards:

Service Orientation, Valid Information, Justified Conclusions, and Impartial Reporting. The

stated rationale for this was that a model would be an unacceptable guide to evaluations if it

did not help the evaluator assess a program’s service to beneficiaries, answer an evaluation’s

questions, present defensible conclusions, and issue unbiased findings.

Task 4: Define the Metaevaluation Questions

In selecting questions for a metaevaluation, the fundamental considerations are to assess the

evaluation for (1) how well it meets the requirements of a sound evaluation (merit) and (2)
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its sufficiency in meeting the audience’s evaluative information needs (worth). Fundamentally,

a metaevaluator should assess the extent to which an evaluation conforms to professionally

determined requirements of a sound evaluation, such as the AEA guiding principles or the

Joint Committee standards. It follows that a metaevaluator should address a client group’s

particular questions.

Illustrating the last point, the National Assessment Governing Board, in concert with

its contracted metaevaluators, defined more than twenty questions concerning its attempt

to set achievement levels of basic, proficient, and advanced on the National Assessment of

Educational Progress.

Two examples illustrating NAGB’s specific questions are as follows:

• Is the membership of NAGB duly constituted, sufficiently representative of NAEP’s

constituencies, and effectively in touch with stakeholders so that it enjoys sufficient

authority and credibility to set and secure use of achievement levels on NAEP?

• Are NAGB’s policy framework and specifications for setting achievement levels sufficiently

clear and consistent with the state of the relevant measurement technology to ensure that

an appropriately representative group of formulators of standards can consistently and

effectively set sound achievement levels on NAEP?

In general, a metaevaluator should ensure that a metaevaluation will determine the quality

and overall value of a target evaluation or evaluation system and also address the audience’s

most important questions. Because some important metaevaluation questionsmay not be clear

at the outset, a metaevaluator and client should consider the desirability of keeping open the

possibility of identifying and addressing additional questions as the metaevaluation unfolds.

Balance between following an evaluation’s initial structure and remaining open to considering

emergent questions is desirable.

Task 5: Issue a Memo of Understanding or Negotiate a Formal
Metaevaluation Contract

As with most other evaluations, typically a metaevaluation should be grounded in a sound

memorandum of agreement or formal contract. According to the Joint Committee (1994),

evaluators and their clients should negotiate and document evaluation agreements that contain

“a mutual understanding of the specified expectations and responsibilities of both the client

and the evaluator” (p. 87). Such an agreement clarifies understandings and helps prevent

misunderstandings between a client and metaevaluator, and it provides a basis for resolving

any future disputes about a metaevaluation. Without this agreement, the metaevaluation

process is vulnerable to misunderstandings, disputes, efforts to compromise the findings,

attacks, or the client’s withdrawal of cooperation and funds. As the Joint Committee (1994)

further stated, “Having entered into such an agreement, both parties have an obligation to

carry it out in a forthright manner or to renegotiate it. Neither party is obligated to honor

decisions made unilaterally by the other” (p. 87). Written agreements for metaevaluations
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should be explicit but should also allow for appropriate, mutually agreeable adjustments

during a metaevaluation. Checklists by Stake (n.d.) and Stufflebeam (1999a) designed to

help evaluators or metaevaluators and clients identify key contractual issues and make and

record their agreements for conducting an evaluation or metaevaluation are available from

www.wmich.edu/evalctr/checklists (also see Chapter 21). These checklists are designed to help

evaluators or metaevaluators and their clients launch, stand by, and, as appropriate, modify

agreements required to guide and govern an evaluation or metaevaluation.

In the metaevaluation of an evaluation of the Waterford Integrated Learning System

project in the New York City school district (H. L. Miller, 1997), the metaevaluation team

(Finn et al., 1997) was contracted not by the primary evaluators or the program directors but

by an independent foundation. This helped the metaevaluators maintain their independence

and issue sometimes unwelcome judgments without concern about having their contract

canceled. Similarly, Cambridge Education in England served as the independent funding agent

for Stufflebeam’s metaevaluations of plans to evaluate four statewide school improvement

programs in India. Many metaevaluations have the potential for conflict; when feasible,

obtaining a contract and funds from a third party strengthens the metaevaluation’s contractual

grounding and viability.

An example of the hazards of proceeding without clear, advance written agreements is

seen in the metaevaluation for NAGB (Stufflebeam, 2000a; Stufflebeam et al., 1992). Following

completion of the contracted formativemetaevaluation, themetaevaluators agreed to the client

organization’s urgent request, motivated by congressional pressure, for an immediate follow-

up, summative metaevaluation. In view of the urgency of Congress’s demand for a summative

metaevaluation, the metaevaluators agreed to proceed with this follow-up metaevaluation

before NAGB could formally process a contract through the federal bureaucracy. When

NAGB subsequently was offended by the draft report and refused to pay for the summative

metaevaluation work, there was no formal written agreement with which to press the issue.

The leadmetaevaluator’s university never received payment for the summative metaevaluation

work that had been agreed to informally but not in a written contract. The ensuing controversy

over the draft summative metaevaluation findings stimulated a congressional investigation

and almost resulted in cancellation of NAGB’s funding. Much of this unfortunate controversy

probably would have been avoided if the metaevaluators had insisted on reaching clear

understandings and recording them in a signed contract before proceeding with the summative

metaevaluation.

Task 6: Collect and Determine the Adequacy of Pertinent, Available
Information

After agreeing on the terms to govern a metaevaluation, a metaevaluator needs to examine

the target evaluation against pertinent evidence. Initially this involves collecting and assessing

existing information. In some metaevaluations, this is the only information needed to reach

the metaevaluative conclusions. Legitimate reasons for collecting additional information are

that the existing information is technically inadequate, insufficient to address the full range of

http://www.wmich.edu/evalctr/checklists
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metaevaluation questions, or not credible enough to earn the report recipients’ confidence in

the findings and conclusions. When the existing information is fully acceptable for producing

a sound metaevaluation report, further data collection can be wasteful.

Datta (1999) and Grasso (1999) referenced Stake and Davis’s published summary (1999) of

their evaluation of the Reader FocusedWriting program for the Veterans Benefits Administra-

tion as well as their full-length report. A key lesson for evaluators seen in thesemetaevaluations

by Datta and Grasso is that evaluators and their clients can facilitate the conduct of metaeval-

uations by placing evaluation reports and supporting materials on a Web site for independent

study and assessment of a completed evaluation. When negotiating the metaevaluation con-

tract, metaevaluators and their clients are advised to consider making their study findings and

procedures accessible on an appropriate Web site.

Stufflebeam’s metaevaluation of the evaluation of the distance baccalaureate program is

instructive concerning the kinds of extant information from which to begin a metaevaluation

and how to handle that information. It was in the interest of administrators of the distance

baccalaureate program to control the metaevaluation’s costs, because travel from the United

States to the other side of the world entails sizable expense. It was therefore agreed that the

distance baccalaureate program administrators would send pertinent information to Kalama-

zoo about both the program and the external evaluation being conducted by evaluators at

a university in the island nation. It was agreed that the metaevaluator would reference this

material in reaching at least tentative judgments about the adequacy of the local evaluation

of this program. A wide array of documents was sent to Kalamazoo: letters, plans, budgets,

contracts, brochures, data collection forms, journal and newspaper articles, minutes of meet-

ings, field notes, reports, and responses to reports. The metaevaluation’s foci were the nature

of the distance baccalaureate program, the background of the evaluation, evaluation plans and

procedures, the evaluation process, the data, the conclusions, publicity for the program, and

guidelines for the metaevaluation.

The metaevaluator’s client emphasized that all judgments of the evaluation should be

grounded in references topertinent evidence.This, the client stated,wouldquell any stakeholder

notions that the remotely conducted metaevaluation was only a set of vaguely informed

opinions. Accordingly, the metaevaluator catalogued every piece of information used in

the metaevaluation, giving its year of origination and a unique number within that year.

In reporting a judgment for each of the thirty 1994 Joint Committee program evaluation

standards, the metaevaluator referenced each catalogued information item used in reaching

the judgment. Thus, the client andother stakeholders could review essentially all of the evidence

used to reach the metaevaluative conclusions. In other metaevaluations, this documentation

procedure has been useful not only for bolstering the metaevaluation report’s credibility but

also for maintaining a quite definitive history of the metaevaluation that can facilitate revisiting

and studying the metaevaluation in later years, as might occur in doctoral dissertations.

Task 7: Collect New Information as Needed

Although the extant information for evaluating the evaluation of the distance baccalaureate

program was substantial, the metaevaluator and client agreed that the information that had
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beenmailed toKalamazoowas insufficient to generate and supportmetaevaluative conclusions.

Thus, themetaevaluator traveled to theprogram’s location tofill in some important information

gaps. In addition to talking with the program’s leaders and participating faculty, he also met

with several students in the program and with leaders and faculty in the more traditional

higher education programs. The additional information gathered led the metaevaluator to

conclude that the assumed need—within the nation—for the distance baccalaureate program

was questionable. Most of the nation’s colleges and universities had many vacancies and were

seeking students. Moreover, almost all of the program’s students lived not in the remote areas

of the country but in close proximity to institutions with openings for new students. Also, the

quality of the program’s offerings was highly variable, and there was unevenness in controlling

exams to prevent cheating. The metaevaluator’s findings were at variance with the highly

positive local evaluation of the program. The metaevaluator concluded that the additional

information obtained by making the on-site investigation proved essential to preparing and

submitting a validmetaevaluation report. Such on-site investigation often is crucially important

in metaevaluations, if for no other reason than to validate the information that has already

been collected.

Another example of supplementing existing information with new information to reach

metaevaluative conclusions occurred inWesternMichigan University’s assessment of Hawaii’s

teacher evaluation system. Jerry Horn first used extant information to judge Hawaii’s system

against each of the twenty-one 1988 Joint Committee personnel evaluation standards. He then

supplemented this information with surveys of stratified random samples of Hawaii’s public

school teachers and administrators. The survey items were keyed to the twenty-one standards.

The additional information not only corroborated the initial judgments but also provided an

even stronger andmore credible case that the existing teacher evaluation system was in serious

need of reform.

Task 8: Analyze and Synthesize the Obtained Information

The wide array of information often used in metaevaluations requires a variety of quantitative

and qualitative analysis procedures and tailored approaches to synthesis. In our metaeval-

uations, we have used line and bar graphs, pie charts, reanalysis of data from the target

evaluation, and computer-assisted content analysis, among other analytic techniques. We have

often let analysis results stand without converging them into a supercompressed grade or

overall summary judgment. In these studies, we have usually presented separate results for an

evaluation’s utility, feasibility, propriety, and accuracy, followed by a narrative summary and

discussion. As illustrated later in this chapter, however, sometimes we have combined scores

on utility, feasibility, propriety, and accuracy into an overall score for an evaluation and also

judged the overall evaluation to excellent, very good, good, fair, or poor.

In hermetaevaluation of Stake andDavis’s evaluation (1999) of the Reader FocusedWriting

program for the Veterans Benefits Administration, Datta (1999) employed a cross-break table

to contrast the topics addressed in each of five case study reports. Based on this analysis,

she observed, “Because there seemed to be only a few common elements reported on in each
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site . . . the reliability in areas such as productivity seems uncertain. Sorting out idiosyncratic

findings from incomplete inquiry is a bit difficult” (p. 350). In such a situation it would be a

mistake to attempt a synthesis, which could only mask the idiosyncrasies of the different case

study reports.

In a reanalysis of cost-effectiveness data for two alternative reading improvement programs

(here, ProgramAandProgramB), Stufflebeamarrived at conclusions that strongly contradicted

the conclusions in the primary evaluation’s draft report. (This analysis was part of the

metaevaluation of the independent evaluation of the New York City school district’s tryout

of the Waterford Integrated Learning System’s computer-assisted basic skills program for

elementary school students [Finn et al., 1997].) That report had concluded that Program Awas

more cost effective than Program B, basically because Program A spent less than Program B

on each student being served and because it was assumed that the two programs were equally

effective for the served students. The assumption that the two programs were equally effective

was not supported and was a basic flaw in the original analysis.

A key issue concerned what number of students should be included in the denominator

used to determine each program’s annual per pupil cost. Program A purported to serve

every student in each participating school, and the evaluator had thus divided the sizable

total annual program cost for each school by the number of students in the school. This

analysis yielded a quite low per pupil cost for each school receiving Program A. Program

B, which concentrated its reading recovery resources on students with substantial reading

improvement needs, theoretically was less expensive and potentially more cost effective for

a school as a whole than Program A. Also, Program B sought to serve each targeted student

only until her or his reading proficiency was satisfactory and sustainable. For this program, the

evaluator divided the total annual program cost for each school by the relatively small number

of students this program served. Thus, each school’s cost was high for each student served

by Program B—about $8,000. On the basis of the different analyses used for the two programs,

Program A’s per pupil cost for each school was much lower than the per pupil cost for the

schools served by Program B. The evaluator had gone on to suggest that Program A potentially

was more cost effective than Program B, considering that the two programs were assumed to

have comparable student achievement outcomes.

These conclusions were erroneous on both effectiveness and cost analysis grounds.

Proponents of Program B, whose reading recovery resources were concentrated on only those

students with reading deficiencies, argued that the program theoretically was less expensive

and potentially more cost effective for a school as a whole than ProgramA. This was so because

year after year, Program A spent a large amount of money but spread its services thinly across

all students in the school. Program A thus extended remedial services to many students who

did not need them and watered down the resources it might have concentrated on students

with diagnosed reading deficiencies.

School district decision makers needed to know which program was more cost effective

for a school as a whole in helping its students with reading deficiencies become good readers. A

fairer cost analysis procedure would have divided each program’s total annual cost by the total

number of students in the involved school. This would have produced comparable school-wide
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per pupil costs for each program. Over time, the evaluator might have assessed each program’s

cost-effectiveness by annually identifying the number of students in each school not requiring

remediation in reading, then dividing this number into the school’s annual expenditure for

reading remediation. The lower the quotients over time, the greater would have been the

indication that the program was attaining cost-effectiveness. Such a procedure could work

provided that the student populations for schools receiving each program were comparable

at the evaluation’s outset. Although we do not have data to determine whether Program A or

Program B would win in such a comparative study and analysis, we would bet on Program B.

This is so because that hypothetical programwould have concentrated its resources on students

with assessed needs for remedial reading instruction and would have been designed to serve

each targeted student intensively but only until his or her reading achievement was satisfactory

and sustainable.

Task 9: Judge the Evaluation or Evaluation System in Terms of Its
Adherence to Appropriate Standards, Principles, or Criteria

Following analysis and display of the obtained information, the evaluator should judge the

target evaluation. Particularly important is the approach to judging the evaluation against the

employed standards. Datta (1999) andGrasso (1999) basically keyed their narrative assessments

of Stake and Davis’s evaluation (1999) to an outline of the main standards in AEA’s Guiding

Principles for Evaluators (Shadish et al., 1995a, 1995b) and subparts of each.

Typically we have keyed our metaevaluations to each of the twenty-one personnel

evaluation standards (Joint Committee, 1988) or the thirty program evaluation standards

(Joint Committee, 1994, 2011) and, more specifically, to six to ten specific points (depending

on what published checklist is used) associated with each standard. To support narrative

judgments, we usually score the target evaluation on all points for each standard and then

assign a predetermined scaled value meaning (for example, excellent, very good, good, fair,

or poor) to the evaluation’s adherence to each standard. Sometimes we subsequently have

followed a set procedure to aggregate the scores across standards and produce judgments of

the evaluation on each of the main requirements of utility, feasibility, propriety, and accuracy,

and overall.

Tables 25.3 and 25.4 illustrate how a metaevaluation team based at Western Michigan

University developed and presented judgments of the USMC’s personnel evaluation system.

The rubrics in Table 25.3, numbered 1 through 16, were used as rules for determining the

degree to which the personnel evaluation system had satisfied standards in the four categories

of utility, feasibility, propriety, and accuracy. All available relevant evidence was then used to

identify and list the personnel evaluation system’s strengths and weaknesses related to each

standard in each category. Using these lists, judgments were formed about whether the system

met, partially met, or failed to meet the standards in each category.

To summarize the results, the rubrics from Table 25.3 were used to prepare the summary

matrix in Table 25.4. Basing its decision heavily on this analysis, the USMC decided to replace

its personnel evaluation system with one that would better meet the standards.
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Table 25.3 Sixteen Rubrics Used to Determine Whether a Military Branch’s Personnel Evaluation System Satisfied an Evaluation’s

Requirements for Utility, Feasibility, Propriety, and Accuracy

Degree of Fulfillment of Requirements

Category of

Standards

Not Met Partially Met Met

Utility 1. Three or more stan-

dards are not met.

2. At least three of the five standards are met or

partially met, and at least one standard is not met.

Or

3. Fewer than four standards aremet, all five are either

met or partially met, and no standard is unmet.

4. At least four or five standards are

met, and none is unmet.

...................................................................................................................................................................................................
Feasibility 5.Threeor four standards

are not met.

6. At least twoof the four standards aremet or partially

met, and at least one standard is not met.

Or

7. Fewer than two standards aremet, and no standard

is unmet.

8. At least two of the four standards

are met, and none is unmet.

...................................................................................................................................................................................................
Propriety 9. Three or more stan-

dards are not met.

10. At least three of the five standards are met or

partially met, and one or two standards are not met.

Or

11. Fewer than four standards are either met or

partially met, and no standard is unmet.

12. At least four of the five standards

are met, and none is unmet.

...................................................................................................................................................................................................
Accuracy 13. Four or more stan-

dards are not met.

14. At least five of the eight standards are met or

partially met, and at least one standard is not met.

Or

15. Fewer than five standards aremet, at least four are

either met or partially met, and no standard is unmet.

16. At least five of the eight standards

are met, and none is unmet.

Note: This form is designed for use in judging the overall utility, propriety, feasibility, and accuracy of an evaluation. Use of this form’s sixteen rubrics as decision rules

requires that the user first judge whether the evaluation meets, partially meets, or fails to meet the detailed requirements of each of the twenty-one standards as they

appear in Joint Committee (1988) and an additional utility standard (Transition to the New PRS [performance review system]) developed for this project. In some cases,

a standard appropriately may be judged as not applicable, and such standards would have no impact on determining which of the rubrics fits the pattern of judgments.

Table 25.4 Conclusions on the Degree to Which a Military Branch’s Personnel Evaluation System Satisfied Standards of Utility, Feasibility,

Propriety, and Accuracy

Category of Standards Conclusion Rubric Used to Reach the Conclusion

Utility Not met 1. Three or more standards are not met.
...................................................................................................................................................................................................
Feasibility Partially met 6. At least two of the four standards are met or partially met, and at least one

standard is not met.
...................................................................................................................................................................................................
Propriety Partially met 10. At least three of the five standards are met or partially met, and one or two

standards are not met.
...................................................................................................................................................................................................
Accuracy Not met 13. Four or more standards are not met.

Task 10: Convey the Findings Through Reports, Correspondence, Oral
Presentations, Workshops, and Other Means

Throughoutmostmetaevaluations, there are important occasions for preparing and submitting

metaevaluation reports.Typical reports are an initialmetaevaluationplan, interimreports keyed
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to the evaluation’s important aspects, the final report, an executive summary, and a technical

appendix or separate technical report. For each of these reports, it is usually advisable to

prepare and submit a draft, follow this up with a meeting designed to orally communicate and

discuss the draft report, and subsequently complete and submit the finalized version of the

report (see Chapter 24). The core contents of the reports can be keyed to the guiding standards

and principles for evaluations. Tables 25.3 and 25.4 illustrate ways to display the rationale

for and results of standards-based judgments of evaluations. In delivering metaevaluation

results, it is often appropriate to provide an executive summary, a set of supporting slides, a

full-length report, and a separate technical report. Depending on advance agreements, it may

also be appropriate to post the final metaevaluation report on a Web site, submit an executive

summary for publication in a professional journal, and/or deliver oral presentations of the

metaevaluation’s implementation and findings.

Task 11: As Appropriate and Feasible, Help the Client and Other
Stakeholders Interpret and Apply the Findings

Throughout the metaevaluation process, it is desirable for the metaevaluator to have regular,

periodic exchanges with representatives of the key audiences. The evaluation for the USMC is

illustrative of an extensive, functional, tightly scheduled reporting process. As noted previously,

at the beginning of the metaevaluation, the USMC established two stakeholder review panels

and issued specifications and a strict schedule for delivering reports. The reporting deadlines

were closely linked to the USMC’s need to make decisions for reforming its personnel

evaluation system and to do so promptly. A key determinant of the deadline for delivering

the final metaevaluation report in six months was the commandant’s mandate that a plan

for reforming the personnel evaluation system be submitted and approved before his fast-

approaching retirement from his position. This constraint had serious implications for the

metaevaluation’s work schedule and the level of needed resources. Under the study’s severe

time limit, it was especially crucial that the metaevaluators and USMC leaders met regularly

and often to review findings and apply them to the ongoing process of reforming the personnel

evaluation system.

The referenced experience with the Hawaii Department of Education was similar in some

respects to the experience with the USMC. At the metaevaluation’s outset, the department

appointed a review panel that represented the various interests in the state’s public education

system. The panel included a broadly representative group of persons with interests in the

state’s teacher evaluation system. The panel was chaired by the state superintendent of public

instruction, and its members included teachers, school administrators, parents, students, the

head of Hawaii’s teachers’ union, the head of Hawaii’s association of school administrators,

the majority leaders of Hawaii’s state senate and house of representatives, the chairman of

the Hawaii Board of Education, an officer stationed at a U.S. military base in Hawaii, and

representatives of local business and industry. The metaevaluation team and members of the

Hawaii Department of Education met regularly with this group to discuss and obtain inputs

concerning the ongoing metaevaluation of Hawaii’s teacher evaluation system. The panel was
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asked to review, critique, and discuss metaevaluation plans, tools, and draft reports; facilitate

implementation of the metaevaluation; and help the department use the findings. The review

panel helped clarify the questions, provided valuable critiques of survey instruments and draft

reports, and used the findings to generate recommendations for improving the state system

of teacher evaluation. By being involved in the metaevaluation process, the review panel

developed ownership of the findings and became a powerful, informed resource for helping to

chart and obtain support for the needed reforms.

Review Panels Versus Advisory Panels

It was important that this group was labeled a “review panel” and not an “advisory panel.”

The orientation was that the panel members were qualified to critique draft plans, schedules,

interview protocols, and reports from their own perspective; comment on such matters as

feasibility and clarity; and facilitate data collection. The panel members were not necessarily

qualified to provide technical advice for improving such metaevaluation aspects as the design,

instruments, and analysis procedures. In our experience, reference groups sometimes become

dysfunctional and counterproductive when they are accorded an aura of unmerited expertise

by virtue of being labeled an “advisory panel.”

Parallel to the involvement of the review panel, the metaevaluators engaged educators

in Hawaii to help carry out the metaevaluation. They were especially helpful in obtaining

relevant documents, files, and data tapes and in arranging for other educators to participate in

interviews, surveys, and focus group meetings.

Metaevaluation can and often should be a collaborative effort, especially when the aim is

to help an organization assess and reform its evaluation system.When the aim is to protect the

public frombeingmisinformedby evaluationsof specific entities,metaevaluatorsmustmaintain

proper distance to ensure an independent perspective. Even then, however, metaevaluators

should communicate appropriately with audiences for the metaevaluation reports to secure

their confidence, interest, assistance, understanding, and informed use of findings.

Comparative Metaevaluations

Sometimes a metaevaluation involves a comparative assessment of a number of evaluations

(also see T. D. Cook & Gruder, 1978). For example, professional societies such as AEA

and the American Educational Research Association do so when they rate evaluations as a

basis for making awards to outstanding evaluations. Figure 25.1 provides an example of how

eight hypothetical candidate evaluations might be subjected to a comparative metaevaluation.

The hypothetical evaluations are listed in order of judged merit. The ratings are in relation to

the 1994 Joint Committee program evaluation standards and hypothetically have been derived

by using a special checklist keyed to those standards.

Assume that each evaluation was rated on each of the thirty program evaluation standards

by judging whether the study met each of ten key features of the standard (as defined in

Stufflebeam’s metaevaluation checklist [1999b]). Further assume that each evaluation was
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then judged on each standard as follows: 9–10 = excellent, 7–8 = very good, 5–6 = good,

3–4 = fair, and 0–2 = poor. The score for each evaluation on each of the four categories

of standards (utility, feasibility, propriety, accuracy) was then determined by summing the

following products: 4 × the number of excellent ratings, 3 × the number of very good ratings,

2 × the number of good ratings, and 1 × the number of fair ratings.

Judgments of each evaluation’s strength in satisfying each category of standards were sub-

sequently determined according to percentages of possible quality points for the category of

standards as follows: 93–100 percent= excellent, 68–92.99 percent= very good, 50–67.99 per-

cent = good, 25–49.99 percent = fair, and 0–24.99 percent = poor. This was accomplished by

converting each category score to the percentage of the maximum score for the category, then

multiplying by 100. In Figure 25.1 the four equalized scoreswere next summed, divided by 4, and

compared with the total maximum value of 100. The evaluation’s overall merit was then judged

as follows: 93–100 = excellent, 68–92.99 = very good, 50–67.99 = good, 25–49.99 = fair, and

0–24.99=poor.This procedureunequallyweights different standards in theprocess of comput-

ing a total score and overall rating. This is because the four categories contain unequal numbers

of standards, and the individual standards in categories with fewer standards have more weight

than the individual standards in categories with more standards. An alternative means of

determining a total score and overall rating is to sum and average the thirty individual standard

scores. We advise metaevaluators to compute, assess, and discuss the extent of agreement

between the calculations derived using both the total score and the overall rating approaches.

Regardless of each evaluation’s total score and overall rating, wewould judge any evaluation

as failed if it received a poor rating on the vital standards of P1 Service Orientation, A5 Valid

Information, A10 Justified Conclusions, and A11 Impartial Reporting.

P F G VG E

Evaluation 1

Evaluation 2

Evaluation 3

Evaluation 4

Evaluation 5

Evaluation 6

Evaluation 7 

Evaluation 8

UtilityOverall Rating Feasibility Propriety AccuracyEvaluation Approach

VG (90) VG (88) E (98)VG (92)

E (96) VG (81) VG (79)VG (92)

E (93) VG (75) VG (88)VG (92)

E (96) VG (75) VG (69)VG (92)

VG (81) VG (91) VG (81)VG (81)

VG (82) VG (88) VG (83)G (67)

VG (68) VG (78) VG (92)VG (83)

VG (61) G (58) G (50)G (58)

VG (87)

VG (87)

VG (92)

VG (83)

VG (80)

VG (80)

VG (81)

G (60)

Figure 25.1 Ratings of Candidate Program Evaluations
Note: P= poor, F= fair, G= good, VG= very good, E= excellent.
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Checklists for Use in Metaevaluations

Checklists can be useful in metaevaluations. The Evaluation Contracts Checklist (Stufflebeam,

1999a) and the Program Evaluations Metaevaluation Checklist (Stufflebeam, 1999b, 2011b)

plus additional checklists may be accessed at www.wmich.edu/evalctr/checklists. Included

in that repository are checklists designed for use in evaluating personnel, programs, and

materials. They are applicable to the conduct of primary evaluations and metaevaluations.

Among others, these checklists include Scriven’s Key Evaluation Checklist (2007), a checklist

by House and Howe (2000b) for guiding and assessing deliberative democratic evaluations,

Shepard’s Checklist for Evaluating Large-Scale Assessment Programs (1977), and one on the

AEA guiding principles for evaluators (Stufflebeam, Goodyear, Marquart, & Johnson, 2005).

(For a general discussion of evaluation checklists, see Stufflebeam, 2001a.)

The Role of Context and Resource Constraints

The preceding discussion of metaevaluation must be tempered by considerations of the

reality constraints in evaluation work. It will not always be important or feasible to do a

formal metaevaluation. In particular, the client may be unwilling to commission and fund

an independent metaevaluation. All the cases referenced in this chapter are examples where

a client requested and funded a metaevaluation. Even then, the cases varied considerably in

regard to the client’s need for extensive, formal feedback and the size of the budget. The

amounts of money invested generally were in the range of $10,000 to $30,000, but the smallest

metaevaluation cost only $100, and the metaevaluation for the USMC was funded at about

$446,000. Generally the small, formative evaluations required much less money and effort

for metaevaluation than did the large-scale, summative evaluations. Usually cost should not

be a deterrent to obtaining some level of metaevaluation. Typically the size of budgets for

metaevaluations is minuscule compared with the cost of the target evaluation—often less than

2 percent of the target evaluation’s budget. Moreover, in large-scale, high-stakes evaluations,

metaevaluations often can be judged cost-free when their costs are compared with the value of

the benefits they produce (Scriven, 1991).

Nevertheless, sometimes evaluators or clients of an evaluation will not request or need

a formal metaevaluation. For example, a formal metaevaluation might not be needed for

an evaluation system that was subjected to a metaevaluation relatively recently and that

subsequently has operated relatively free of complaints and observed problems. Also, individual

personnel evaluations typically require no metaevaluations, except when one is triggered by an

appeal of the findings. Many government agencies, accrediting organizations, and charitable

foundations seek no metaevaluations of the evaluations they sponsor, presumably because

they trust their system of monitoring and oversight (although such trust is not always

justified). Very small-scale, formative evaluations, as when one evaluates a small project or a

course for purposes of improvement, might not need or be amenable to any kind of formal

metaevaluation.

http://www.wmich.edu/evalctr/checklists
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Although there are evaluations that require little or no metaevaluation, it is always

appropriate for an evaluator to plan and carry out even small-scale formative evaluations with a

metaevaluation mind-set. One of the best ways to do this is to thoroughly study and internalize

the key messages of the Joint Committee’s standards (1981, 1988, 1994, 2003, 2011); the 2004

AEA guiding principles for evaluators; or other relevant standards. Having the underlying

metaevaluation principles in mind is invaluable in planning an evaluation, dealing with issues

and problems as they arise, advising evaluation participants in regard to the dilemmas they

face, and—after the fact—taking stock of what the evaluation accomplished.

Summary

Metaevaluations serve all segments of society. They help ensure the integrity and credibility of

evaluations and are thus important to both users and producers of evaluations.Metaevaluations

often are needed to scrutinize evaluations of charitable services; research and development

projects; equipment and technology; state assessment systems; new, expensive curricula;

policies and strategic plans; automobiles and refrigerators; hospitals and other organizations;

and engineering plans and projects. They also are needed to assess and help improve systems

used to evaluate physicians, military officers, researchers, evaluators, public administrators,

teachers, school principals, students, and others. In the case of appeals, metaevaluations are

needed to assess the soundness and fairness of evaluations of individual employees. As seen

in these examples, metaevaluations are in public, professional, institutional, and personal

interests.

As professionals, evaluators themselves need to regularly subject their evaluation services

to internal and independent review. Sound metaevaluations provide evaluators with a quality

assurance mechanism they can use to examine and strengthen evaluation plans, evaluation

operations, draft reports, and means of communicating findings. The prospect and fact of

metaevaluations should help keep evaluators on their toes, push them to produce defensible

evaluation services, and guide them to improve their services over time.

Metaevaluation is as important to the evaluation field as auditing is to the accounting

field. Society would be seriously at risk if it depended only on accountants for its financial

information, without acquiring the scrutiny of independent auditors. And parents, students,

educators, government leaders, businesspersons, and consumers in general would be at risk to

the extent that they cannot trust evaluation findings.

Despite the strong case that can be made for metaevaluation, not all evaluations require

or merit a metaevaluation. Small-scale, locally focused, and improvement-oriented evaluations

may not require any special metaevaluation. Making such determinations is a matter for

careful judgment by the evaluator and client; they should take into account the local setting

and especially the audience for the target evaluation. In deciding whether to commission or

conduct ametaevaluation, the evaluator and client should keep inmind that ametaevaluation’s

cost is typically small compared to the cost of the target evaluation, and that the value of the

metaevaluation’s benefits can far outweigh the metaevaluation’s costs.
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Wedefinedmetaevaluation generally as the process of evaluating evaluations.Wedefined it

operationally as the process of delineating, obtaining, and applying descriptive and judgmental

information about an evaluation’s utility, feasibility, propriety, accuracy, and accountability

for the purposes of guiding the evaluation and reporting its strengths and weaknesses. Based

on these definitions, we presented a general, eleven-task methodology for metaevaluation.

We referenced example metaevaluations to identify key metaevaluation arrangements and

techniques of use in carrying out each metaevaluation task. We defined needed qualifications

for carrying out metaevaluations. We also discussed practical procedures and tools for

conducting metaevaluations, including checklists for contracting for metaevaluations and

judging evaluations, the process of contracting for metaevaluations with third parties, review

panels, feedback sessions, and rubrics and analysis protocols for judging evaluations.

Undergirding this chapter is the strong recommendation that evaluators ground their

metaevaluations in professional standards and principles for evaluations. For evaluators

working in North America, we recommended the use of the 2004 AEA guiding principles for

evaluators; the 2007 GAO government auditing standards; and the professional standards for

evaluations of programs, personnel, and students issued by the Joint Committee (1981, 1988,

1994, 2003, 2011).

Evaluators are making progress in developing and applying methods for use in metaevalu-

ations. Sustaining and increasing efforts to systematize and increase the rigor, relevance, and

contributions of metaevaluations are in the interest of professionalizing the evaluation field

and serving society well.

REVIEWQUESTIONS

1. List at least five reasons an evaluator could give a client to justify the expense of contracting

for an independent metaevaluation of an evaluation system, such as a state’s teacher

evaluation system.

2. Compare and contrast the concepts of metaevaluation and meta-analysis.

3. In general, what steps would you follow to appropriately apply a standards-based checklist

for reaching judgments of an evaluation’s utility, feasibility, propriety, accuracy, and overall

soundness?

4. What is this chapter’s operational definition of metaevaluation? Summarize how you

would explain this definition to a colleague who is unfamiliar with metaevaluation.

5. According to this chapter, what are the eleven main tasks of a metaevaluation?

6. What advantages does an evaluator or client attain by contracting with a third party to

conduct a particular metaevaluation?

7. What are possible reasons why evaluators in a totalitarian country might choose not to

adopt and apply any of the Joint Committee’s sets of standards?
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8. Under what circumstances is it likely to be inappropriate or unnecessary to conduct a

metaevaluation of a particular evaluation?

9. What is the role of stakeholder review panels in metaevaluations, and what has been our

argument against referring to such groups as “advisory panels”?

10. List at least ten things that can go wrong in an evaluation, and discuss how a sound

metaevaluation could be designed to prevent or expose these.

Group Exercises

Exercise 1

Compare and contrast formative metaevaluation and summative metaevaluation in terms of

purpose, timing, who should conduct the metaevaluation, and audiences.

Exercise 2

Discuss the proposition that formative and summative metaevaluations should be conducted

internally as well as independently.

Exercise 3

Ask one member of your group to identify and bring to the group’s next meeting a description

of an evaluation for group members to use in applying what they have learned about

metaevaluation. At your next group meeting,

1. List at least eight features of this evaluation that should be assessed in a metaevaluation.

2. Project main metaevaluation questions to be answered.

3. Select standards for assessing this evaluation.

4. Decide on the procedures your group would use to answer the metaevaluation questions

and to judge the evaluation against the chosen standards.

5. Outline the executive summary of the projected metaevaluation report.

Exercise 4

Visit www.wmich.edu/evalctr/checklists, and review the checklists your group might use to

conduct a metaevaluation of the evaluation discussed in exercise 3. Which one or more

checklists would your group choose to conduct the metaevaluation? Justify your choice.

Exercise 5

This chapter has listed skills required by a competent metaevaluator. Discuss these skills with

your group. As a group, list skills in which at least some members feel especially well qualified.

http://www.wmich.edu/evalctr/checklists
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Subsequently, list skills that some or all members would like to acquire or strengthen. Finally,

for any identified areas of deficiency, discuss actions that could be taken to attain the needed

skills.

Note

1. This chapter is an amalgam and update of Stufflebeam’sMeta-Evaluation (1974), “Meta-Evaluation”

(2011a), “Meta-Evaluation: An Overview” (1978), “The Methodology of Metaevaluation” (2000b),

and “The Metaevaluation Imperative” (2001c). It also draws on Chapter 27 of this book’s first edition

(Stufflebeam and Shinkfield, 2007).
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CHAPTER 26

INSTITUTIONALIZING AND MAINSTREAMING

EVALUATION

LEARNING OBJECTIVES

In this chapter you will learn about the

following:

• A rationale and key principles for, and

definitions of, institutionalizing and

mainstreaming evaluation

• Early efforts to help organizations

institutionalize and mainstream

evaluation

• Advances in evaluation that are of use

in institutionalizing and

mainstreaming evaluation

• A checklist for use in establishing a

unified organizational evaluation

system

We begin this concluding chapter by summarizing the

book’s nine themes.We subsequently address the practical

culmination of these themes by discussing and illustrating

steps organizations can take to institutionalize and main-

stream systematic practices of program evaluation. We

present this chapter’s conclusions and recommendations

as our best judgments of how an organization can pro-

ceed to design and install a sound system of evaluation.

This chapter reflects the extensively documented mate-

rial in previous chapters but includes only those citations

of practical use in institutionalizing and mainstreaming

evaluation.

Review of this Book’s Themes

This book’s orientation is both theoretical and practi-

cal. These two factors are intertwined throughout the

book and evident in nine themes. The first two themes

are that (1) the evaluation discipline should be grounded

in sound theory—that is, a coherent set of conceptual,

hypothetical, pragmatic, and ethical principles forming

a general framework to guide the study and practice of

evaluation, and (2) society needs and is using evaluations

to inform decisions and hold service providers account-

able for the implementation and outcomes of the services

they provide. To the ends of informed decision making

and accountable programs, evaluators are developing and

deploying a responsive, distinctive evaluation methodol-

ogy. In Part One we presented evaluation’s fundamentals

by discussing the evaluation field’s history and current

state, the nature of evaluation theory, and professional

standards for evaluations.
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Part Two was a consumer report examination of twenty-three approaches often used

to evaluate programs, including six illicit and seventeen defensible approaches. That part’s

assessments were keyed to the book’s third, fourth, and fifth themes: (3) evaluators and clients

must guard against the use of unsound, often corrupt inquiry approaches that masquerade

as sound evaluation but, in fact, are designed to mislead right-to-know audiences or prevent

some of them from obtaining evaluation findings; (4) evaluators can choose from a range of

defensible evaluation approaches; and (5) evaluators should employ professional standards to

assess and select evaluation approaches and ensure the quality of particular evaluations.

Part Three extended the development of these three themes by providing details, pro-

cedures, and examples of application for six especially noteworthy evaluation approaches:

experimental and quasi-experimental design evaluation; case study evaluation; the context,

input, process, and product (CIPP) model for evaluation; consumer-oriented evaluation;

responsive or stakeholder-centered evaluation; and utilization-focused evaluation.

Part Four addressed the book’s sixth and seventh themes: (6) evaluators should employ

systematic procedures that possess general applicability across evaluation approaches and

provide sound protocols for proceeding through an evaluation’s start-up, design, budgeting,

contracting, information collection, analysis, synthesis, reporting, and follow-up stages, and

(7) evaluators should involve stakeholders in the evaluation process to hear and consider their

inputs and enhance prospects for their appropriate and beneficial use of findings.

Part Five provides a capstone for the book’s previous chapters by addressing the eighth and

ninth themes: (8) as professionals, evaluators must subject their evaluations to metaevaluation,

and (9) organizations of all types should institutionalize and mainstream sound evaluation

practices as a vital part of planning programs, conducting the programs, and meeting require-

ments for accountability, because at its core, every discipline and service area needs sound

evaluation to confirm and continually strengthen its claim that it is effectively serving clients

and the public interest as well as fulfilling other defensible purposes.

Overview of the Remainder of the Chapter

In the previous chapters we treated evaluation as more or less an ad hoc activity—one that is

mounted in response to particular needs related to evaluative guidance, feedback, and conclu-

sions. We therefore provided concepts and procedures that evaluators and their clients could

learn about and embrace and then apply after having decided to pursue particular evaluations,

especially project evaluations. This chapter takes the discussion of systematic evaluation to

another level. It is addressed to organizations that can and should install and regularly operate

an evaluation system for assessing, for example, ongoing programs as well as projects. The

chapter is targeted to help institutional policy boards, administrators, and staff institutionalize

a sound system of evaluation within their organization and mainstream uses of the evaluation

system at all levels and in all important parts of the organization. The chapter emphasizes

that organizational evaluation systems should involve basically all of an organization’s staff
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members in an organization’s conduct and use of rigorous evaluations, especially for the

purposes of decision making, improvement, and accountability.

By institutionalizing evaluation, we mean that an organization defines, installs, regularly

operates, and uses results from an evaluation system that is relatively permanent in the

organization. By mainstreaming evaluation, we mean the evaluation system functions at all

levels of the organization by assessing all facets that are vital to fulfilling the organization’s

mission, and that the organization’s full range of personnel are engaged in the conduct and use

of evaluations.

Rationale and Key Principles for Institutionalizing
andMainstreaming Evaluation

The recommendation to institutionalize and mainstream evaluation is both reasonable and

practical. Human beings evaluate in some way or other whenever they make decisions and

also when they judge how well the execution of past decisions worked out. The problem is

that many such evaluations are hurried, haphazard, impulsive, biased, and/or not grounded in

sound information. Clearly, on the one hand, poor evaluations can lead to poor decisions and

bad outcomes. On the other hand, sound evaluations can lead to success, credibility, and pride

in one’s quality of service and accomplishments. In any organization it is important to ensure

as much as is practicable that decisions, expenditures, actions, and accountability reports are

grounded in sound evaluations.

Althoughmany organizations provide for and support systematic approaches to evaluation

at top administrative levels, many do not spread and support systematic evaluation throughout

an organization’s lower levels. In this regard it is essential that systematic evaluation be

considered the domain and responsibility not just of top administrators and assigned evaluation

specialists, but of every professional member of the organization. Indeed, evaluating and being

accountable for the quality of one’s services is the essence of being a professional. Ideally, an

organization should officially adopt, support, instrument, and apply systematic evaluation in

all of its key programs and activities, and basically all staff should develop skills in and employ

sound processes of evaluation designed to guide their thinking and planning and to ensure and

help document the effectiveness of their actions.

It seems logical that a unified and fully functional evaluation system could be one of an

organization’s most effective tools. It would provide the organization’s personnel with a com-

mon process and language for determining needs for evaluation, defining evaluation questions,

negotiating evaluation agreements, choosing appropriate evaluation methods, defining and

reporting to evaluation audiences, and holding evaluations to standards of sound evaluation.

It would provide information on the full range of issues in the organization. Such issues might

include, among others, client needs, service plans and budgets, program or service imple-

mentation and costs, organizational accomplishments, barriers to program effectiveness, and

constituents’ and community members’ perceptions and support of the organization. A sound



Trim size: 7in x 9.25inStufflebeam c26.tex V2 - 08/06/2014 9:42am Page 674

674 CHAPTER 26–INSTITUTIONALIZING AND MAINSTREAMING EVALUATION

organizational evaluation system would provide feedback throughout the year, not just at the

end. It would be applied at all levels: policy and administration, departments, special projects,

work groups, and individual staff members. It would give the organization and each staff

member a shared, general approach for evaluating programs, projects, services, and so on. It

would stress that evaluations should be designed and used for improvement and accountability

purposes, and to maintain a historical record. It would aid, not hinder, progress at all levels of

the organization.

Early Efforts to Help Organizations Institutionalize Evaluation

In 1970 Egon Guba and Daniel Stufflebeam collaborated on a paper titled Strategies for the

Institutionalization of the CIPP Evaluation Model. They proposed that organizations install a

unified evaluation approach by which not only to efficiently address the many accountability

requirements then being pressed on them but also to regularly supply intended audiences with

information for planning and guiding projects and other organizational activities. The paper

emphasized that external evaluators, although important, could not fully serve organizations,

because, among a number of key reasons, there were far too few evaluation centers, companies,

and consultants to address the evaluation needs of the vast number of organizations being

required to evaluate their programs.

According to Guba and Stufflebeam (1970), organizations needed an ongoing process of

internal evaluation to help staff members constantly learn from their experiences and improve

practices. Such a process would also enable organizations regularly to report accomplishments

to sponsors and other external audiences. Moreover, internal evaluations would serve an

organization better if all members subscribed to and employed the same sound view of

evaluation.

Guba and Stufflebeam (1970) offered the CIPP model as a comprehensive framework

of pertinent questions and information that diverse groups could use as a common evalua-

tion philosophy and language. They then examined the model’s requirements to determine

what steps an organization would need to follow in developing and employing a fully func-

tional evaluation system. In general, they advised organizations to empower themselves by

institutionalizing a systematic process of evaluation that would inform the organization’s

ongoing decision-making process; help ensure its accountability to boards, funders, and con-

stituents; and complement and help cross-check external evaluations of the organization’s

contributions.

Guba and Stufflebeam drew their evaluation recommendations from a range of instructive

evaluation experiences. Together and independently they had been contracted to help a

number of different types of organizations successfully apply their evaluation ideas. These

organizations included school districts (for example, in Columbus, Xenia, and Cincinnati,

Ohio; Saginaw, Lansing, and Detroit, Michigan; Dallas, Fort Worth, and Houston, Texas;

and Des Moines, Iowa); regional educational laboratories (for example, the Austin, Texas,

Southwest Educational Development Laboratory and the Northwest Regional Educational

Laboratory in Oregon); state education departments (including in Montana, Michigan, and
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Ohio); research and development centers (such as the National Center for Research on

Vocational and Technical Education and theWisconsin Research and Development Center on

Student Learning); and the U.S. Office of Education.

Recent Advances of Use in Institutionalizing andMainstreaming
Evaluation

In their 1970 paper, Guba and Stufflebeam could draw on only their own experiences and

modest developmentswithin the evaluationfield, compared towhich the evaluationexperiences

and progress discussed in this book are vast. The more recent relevant developments include

• Professional societies of evaluators and their attendant professional journals

• Professional standards for program evaluation, personnel evaluation, and student evalua-

tion (discussed in detail in Chapter 3)

• A large and growing evaluation literature

• Evaluation degree programs and a small but steady supply of well-trained graduates (Coryn,

Stufflebeam, Davidson, & Scriven, 2010; LaVelle & Donaldson, 2010)

• Organizations that have successfully institutionalized an evaluation system, such as theU.S.

Congress through its Government Accountability Office; the Jefferson County, Kentucky,

and Dallas, Texas, independent school districts, among many others; and the World Bank

• Growing experience in conducting metaevaluations (see Chapter 25)

• Alternative evaluation models that have been widely applied (for particular examples, see

Chapters 11 through 16)

• Consensus that quantitative and qualitative approaches are complementary, not contra-

dictory

• More realistic attitudes about the limitations as well as the potential contributions of such

inquiry procedures as experimental design, standardized testing, surveys, and site visits

• Annual menus of continuing education opportunities for evaluators (especially those of

the American Evaluation Association)

• Increasing emphasis on evaluation internationally and across disciplines

As seen in this book’s previous chapters, the evaluation field has developed and vetted a

number of alternative evaluation approaches, including Patton’s utilization-focused evaluation,

Scriven’sKeyEvaluationChecklist, Stake’s responsive evaluation, andStufflebeam’sCIPPmodel

for evaluation. Whereas Guba and Stufflebeam (1970) recommended the CIPP model as a

basis for institutionalizing sound evaluation, in this chapter we recommend that the subject

organization engage its staff to consider a range of potentially sound evaluation models and

then choose and adopt (and, as appropriate, adapt) the one that best fits the organization’s

mission and culture.
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Clearly, today’s organizations can draw on a much richer supply of evaluation experiences,

ideas, approaches, personnel, tools, methods, and training opportunities than was available in

the early 1970s.

Checklist for Use in Institutionalizing andMainstreaming
Evaluation

This section presents and explains a checklist designed to guide organizations through a

process of planning and installing a sound organizational evaluation system. The checklist

includes fifteen checkpoints for consideration in establishing an organizational evaluation

system that is fully functional. It is reflective of the first author’s present collaboration with

Michael Coplen to help the Office of Research and Development (R&D) of the Federal Railroad

Administration (FRA) develop, install, and employ an evaluation system for use in assessing

and strengthening safety throughout the U.S. railroad industry. In their development and use of

the checklist, Coplen and Stufflebeam are employing a participatory approach. They are being

aided by the Office of R&D’s director (a consummate evaluation-oriented leader); by a review

panel of the chiefs of the office’s four divisions (in our terms, evaluation-oriented researchers);

and by a stakeholder evaluation review panel whose membership is reflective of groups within

government (especially the U.S. Department of Transportation’s Safety Council) and the

railroad industry (including labor and management). We view such stakeholder involvement

as absolutely crucial in ensuring the success of efforts to institutionalize and mainstream

evaluation.

The checklist provided in this section is generic, and not locked in stone. We advise

organizations to use it as a general guide, not a fixed set of prescriptions. The point needs to

be underscored that an organization’s administration should not “lay on” a common approach

to evaluation. Administrators should work out their approach with representatives of all the

stakeholders (in other words, those who will implement or use results from the evaluation

system). The checklist is offered as a tool to help guide an organization’s stakeholders in their

deliberations to design and install a unified evaluation system.

Exhibit 26.1 contains the Checklist for Institutionalizing and Mainstreaming Evaluation.

Its fifteen checkpoints are subsequently explained.

Exhibit 26.1 CHECKLIST FOR INSTITUTIONALIZING ANDMAINSTREAMING

EVALUATION

1. Establish evaluation system design and review teams.

2. Ground the evaluation system in pertinent professional standards for evaluations.

3. Adopt and define an evaluation approach that the organization’s leaders and staff

understand, value, and find useful.

4. Provide an appropriate and sufficient budget for evaluations.
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5. Staff the evaluation function, including evaluation-oriented leaders, line- and

staff-level personnel, evaluation specialists, external evaluators, and metaevaluators.

6. Conduct pilot tests of the evaluation system to strengthen its structure and

enhance acceptance by stakeholders.

7. Include an overview of the planned evaluation system in official organizational

documents, such as the organization’s strategic plan and organizational brochures.

8. Prepare an official organizational evaluation system manual, and keep it current

and responsive to the organization’s evaluation needs.

9. Provide the organization’s personnel with evaluation training and access to

consultants as needed.

10. Promote service to the full range of pertinent evaluation users, both inside and

outside the organization.

11. Assessall organizational componentsand factors that influence theorganization’s

success, especially policies, the organization’s strategic plan, budgets, programs, projects,

management, and technical support.

12. Assess programs against the full range of proper evaluative criteria, such as

responsiveness to client needs, excellence, viability, intended and unintended outcomes,

cost-effectiveness, sustainability, and transportability.

13. Deliver feedback and formal reports for improvement as well as accountability

purposes.

14. Continue to explain and “sell” the evaluation system to the organization’s

personnel and other stakeholders.

15. Subject the evaluation system to periodic internal and external reviews, and use

the reviews to strengthen the system.

1. Establish Evaluation System Design and Review Teams

Organizations are advised to begin the process of developing an organizational evaluation

system by appointing evaluation design and review teams. Both teams should be representative

of the organization’s personnel and constituents. Members could be appropriately drawn from

the following: the organization’s policy board, top andmiddlemanagement, line- and staff-level

personnel, technical and clerical staff, beneficiaries, and persons with evaluation experience

and expertise.

The organization should define the evaluation design team’s role basically as one of

adapting, as appropriate, the Checklist for Institutionalizing and Mainstreaming Evaluation,

then working through the checkpoints. The review team’s role should be defined as that of

a sounding board to provide members of the evaluation design team with reactions to their
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draft materials; help them avoid tunnel vision; help them choose projects for pilot-testing the

evaluation approach; and, especially, help ensure clarity, relevance, and feasibility of evaluation

documents.

In possibly adapting the checklist, before working through it the evaluation design team

should examine each checkpoint to determine whether it conforms to the organization’s

philosophy and makes practical sense considering the organization’s mission and culture.

Then they should revise, drop, replace, or expand the checkpoints as appropriate. In finalizing

the checklist they should ensure that it is consistent with the organization’s values and

responsive to stakeholder evaluation review team feedback. Through this process, both teams

ideally come to acquire a spirit of ownership of the process and its examined products.

2. Ground the Evaluation System in Pertinent Professional Standards
for Evaluations

In beginning its work, the evaluation team is advised to determine the standards to be

followed in conducting and assessing evaluations. Such standards provide the organization’s

personnel with common criteria for guiding and judging evaluations. An organization can use

the standards to set evaluation policies, train staff, and give the public and external groups a

basis for assessing the organization’s evaluations. The organization’s personnel will find that

their evaluation efforts are greatly facilitated when they systematically follow the guidance

contained in standards for evaluations. For assistancewith choosing, adapting, and applying the

organization’s evaluation standards, the evaluation design team is advised to review Chapter 3

and use it as a convenient reference.

At present, the FRA, Office of R&D project to institutionalize and mainstream evaluation

is being grounded in the program evaluation standards of the Joint Committee on Standards

for Educational Evaluation (2011), which call for evaluations to meet requirements for utility,

feasibility, propriety, accuracy, and evaluation accountability. As seen inChapter 3, however, an

evaluation capacity development project might also involve choosing, adopting, and applying

a different set of standards for evaluations, such as the U.S. Government Accountability

Office’s Government Auditing Standards (2007) or the American Evaluation Association’s

Guiding Principles for Evaluators (2004). In determining standards for guiding and judging its

evaluations, an organization might usefully combine elements from different sets of standards.

For example, in adapting the Joint Committee standards, an organization might incorporate

the Independence standard from the government auditing standards.

3. Adopt and Define an Evaluation Approach That the Organization’s
Leaders and Staff Understand, Value, and Find Useful

A functional evaluation approach will be grounded in a sound definition of evaluation and

provide an easily understood, valid framework for planning and conducting evaluations.

The organization’s personnel need to agree on a common definition of evaluation. In doing

so they should avoid adopting any of the misleading or otherwise dysfunctional definitions

of evaluation. For example, sound and fully functional evaluation is more than measurement,
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more than judgment by an expert or group of experts, and more than determining whether

goals have been achieved. Moreover, it is not the same as empowerment or public relations.

Nor should evaluation be equated with any specific procedure, such as a case study, survey, or

experimental design.

If the organization does not settle on a definition of evaluation, it is likely that different

members will work from different definitions. The result will be confusion and a lack of a

unified evaluation approach. Although the organization’s personnel can choose from legitimate

alternative definitions of evaluation, we recommend the following definition, which agrees in

general with the one presented by the Joint Committee (1981, 1994, 2011):

Evaluation is the assessment of the merit and/or worth of a program or some other object.

This definition focuses on the root term in evaluation,which is value. It says that evaluations

should assess the value dimensions of merit and worth. Merit concerns a program’s excellence.

Worth concerns its cost-effectiveness in meeting clients’ needs. Ideally, a particular program,

project, or service should have excellent potential to serve the organization’s clients, and it

should possess worth, being able to effectively address the clients’ needs at a reasonable level

of expense.

Just as it needs a sound definition of evaluation, an organization also should adopt a

sound framework for evaluation. We recommend that the evaluation design team choose, and

as needed adapt, one of the following approaches: the CIPP model, the consumer-oriented

approach, the responsive evaluation approach, or the utilization-focused approach. These

approaches are explained in Chapters 13 through 16, respectively. By way of example, the FRA,

Office of R&D evaluation institutionalization and mainstreaming project referenced earlier is

applying an adaptation of the CIPP model and selectively is employing components of context,

input, implementation, and outcome evaluation. (Note that FRA’s Office of R&D adapted

the CIPP model by giving the model’s process and product evaluation components labels of

implementation evaluation and impact evaluation.)

4. Provide an Appropriate and Sufficient Budget for Evaluations

An organization should provide a sufficient budget to enable its evaluation system to strongly

support decision making and accountability at all levels. The budget should cover evaluation

training for staff as well as costs associated with conducting evaluations.

In our experience, organizations that have operated excellent evaluation systems have

devoted on the order of 2 percent of their total organizational budget to evaluation. Also, we

have observed that organizations that have devoted less than 1 percent of their organizational

budget to evaluation typically have had a weak evaluation system. We offer these observations

not as hard-and-fast, research-based findings, but as general, ballpark notions of how much

money an organization needs to invest in its evaluation system. Our observations concerning

budgeting for organizational evaluation systems are based on extensive field service in helping

organizations set up or evaluate and strengthen evaluation systems. An organization should

first carefully plan its evaluation system, then determine the level of resources that will be

required to ensure the system’s soundness and effectiveness. The ballpark figure of 2 percent

may help the organization gauge the adequacy of its budgetary projections.
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Moreover, in regard to conducting specific project evaluations, our ballpark recommen-

dation—based on experiences in evaluating projects—is that on average about 7 percent of a

project’s budget should be spent on formative and summative evaluation. Again, this is not a

hard-and-fast rule, but it may be helpful in budgetary deliberations in the course of planning

specific project evaluations.

An organization, in meeting its evaluation system’s financial needs, should apply a

prudential criterion. All organizations have limited resources to invest in evaluation. They

should carefully allocate these resources to focus on the most important evaluative feedback

needs. They should collect information only when they will use it and do so as efficiently as

possible. Organizations never can completely automate their evaluation system. However, they

can and should take all possible steps to increase the efficiency and cost-effectiveness of their

evaluations.

5. Staff the Evaluation Function, Including Evaluation-Oriented Leaders,
Line- and Staff-Level Personnel, Evaluation Specialists, External
Evaluators, and Metaevaluators

In any organization, the most important evaluators are the decision makers. These include,

especially, top and middle management and line- and staff-level personnel. In making and

executing decisions, an organization’s leaders and other staff have to constantly evaluate—to

both guide their work and meet accountability requirements. Accordingly, the organization

needs to define these leaders’ evaluation roles and provide them with needed evaluation

training and support.

It is often feasible and warranted to employ one or more evaluation specialists, in

addition to the organization’s evaluation-oriented administrators and staff. An organization

of small or modest size might engage only a single evaluation specialist. In such a case,

the organization should provide the coordinator with needed technical and clerical support

as well as authorization to hire outside evaluation consultants on an as-needed basis. A

large organization, in contrast, might employ a whole team of evaluation specialists. Such

a team could include a director; field data collection personnel; clerical personnel; and

specialists in measurement, statistics, reporting, and computer technology. Also, in staffing

the evaluation function it is important to plan for and fund external evaluation functions,

especially for conducting periodic metaevaluations focused on assessing and strengthening

interval evaluations.

The key point for the evaluation design team here is to determine the planned evaluation

system’s personnel requirements and propose recommendations on how the organization can

best meet these requirements.

6. Conduct Pilot Tests of the Evaluation System to Strengthen Its
Structure and Enhance Acceptance by Stakeholders

Once checkpoints 1 through5have been addressed, it is desirable to further engage stakeholders

to help test and refine the evaluation approach. For this purpose the evaluation design team and
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evaluation review team together should deliberate to select suitable projects for pilot-testing

the evaluation approach. Such projects should be ones that the organization’s leaders and staff

see as needing formative and summative evaluations, that would provide an apt test of the

evaluation system, and that can supply sufficient funds to support a pilot evaluation.

Desirably, this set of pilot evaluations should be representative of the organization’s

programs. To pilot-test the previously referenced FRA, Office of R&D effort to institutionalize

andmainstream evaluation, a project has been selected from each division of theOffice of R&D:

Human Factors, Tracks and Grade Crossings, Rolling Stock, and Signals and Communications.

7. Include an Overview of the Planned Evaluation System in Official
Organizational Documents, Such as the Organization’s Strategic Plan
and Organizational Brochures

The organization’s administrators can exercise important leadership in gaining organization-

wide understanding and acceptance of the planned evaluation system by according it the

imprimatur of an official part of the organization. Including a brief, two- or three-page

description of the planned evaluation system in the organization’s strategic plan is an apt

means of informing stakeholders about the intended uses of the evaluation system, the general

evaluation approach, and the seriousness of theorganization’s commitment to institutionalizing

and mainstreaming evaluation. Also, it might be beneficial to summarize the developing

evaluation system in organizational brochures and funding proposals.

8. Prepare anOfficial Organizational Evaluation SystemManual, and Keep
It Current and Responsive to the Organization’s Evaluation Needs

Following design, pilot testing, and adoption of its evaluation system, the organization should

document the system in an official manual. This evaluation system manual should clearly

explain the organization’s rationale, standards, and model for evaluation. It should define

staff responsibilities in regard to evaluation and describe ways and means of developing the

organization’s evaluation capacity. It should stress the importance of stakeholder involvement

in both planning evaluations and using findings. It should include helpful sections on evaluation

design, staffing, budgeting, and contracting. It should briefly address such technical topics as

sampling, data collection, data management, and data analysis. It should emphasize the impor-

tance of evaluation use and describe effective ways of reporting evaluation findings. It should

also stress the importance of subjecting evaluations to internal and external metaevaluations. It

should project a process for periodically evaluating and improving the evaluation system. And

it should describe the organization’s approach to annual planning and funding of evaluations

and overseeing and managing evaluation efforts. Preparation of this manual should be keyed

to using it to provide the organization’s personnel and external stakeholders with a clear

orientation to the organization’s commitment and approach to evaluation. The manual should

be so constructed that all members of the organization will find it useful in planning, funding,

conducting, and reporting on sound evaluations.
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9. Provide the Organization’s Personnel with Evaluation Training
and Access to Consultants as Needed

The organization’s leaders should help every staff member adopt an evaluation orientation. The

organization should train its personnel to collect, analyze, and use data to guide decisions and

prepare accountability reports. It should encourage them to think critically about the evaluation

workandhowtheymight constantly improve it.As feasible, theorganization should alsoprovide

staff members with training, technical support, and useful evaluation materials. And the orga-

nization should recognize, celebrate, and reward outstanding conduct and uses of evaluation.

All of an organization’s professional staff members require at least a basic level of

orientation and training in the concepts and procedures of evaluation. Minimally, they should

receive periodic training in the evaluation system’s plan and manual. Other training may

include internal evaluation workshops and staff seminars; national workshops, such as those

sponsored by the American Evaluation Association; and on-the-job assistance by an evaluation

adviser. Key evaluation topics include evaluation standards, evaluation models, logic models,

contracting, design, budgeting, data collection, analysis, reporting, and metaevaluation, plus,

especially, stakeholder involvement and uses of findings.

10. Promote Service to the Full Range of Pertinent Evaluation Users, Both
Inside and Outside the Organization

The organization’s evaluators should periodically clarify their intended audiences; obtain their

inputs in regard to evaluation needs and intended uses of evaluation; and, within bounds of

feasibility, design and deliver responsive evaluation services. Users of evaluation findings are

both internal and external to the organization.

Internal evaluation audiences include the personnel who govern, manage, and implement

the organization’s programs and associated operations. The organization’s internal evaluation

system should assist these groups with such tasks as assessing institutional policies and goals,

conducting needs assessments, building evaluation into strategic plans, writing evaluation plans

for inclusion in funding proposals, designing and maintaining relevant databases, obtaining

feedback of use in assessing and strengthening ongoing programs and projects, and preparing

accountability reports.

External evaluation audiences include the organization’s overseers and constituents. For

example, evaluators in FRA need to identify and address the evaluation needs and requirements

of such client groups as Congress, the U.S. Department of Transportation’s Safety Council,

Amtrak and other railroad companies, and railroad unions. All such groups would be interested

in assessments of needs and problems in the railroad industry and of funded projects’ impacts

on railroad safety. A hospital’s external audience for evaluation would include pertinent

accrediting organizations, government and other oversight groups, and the public. The

evaluation interests of such groups would vary widely but might include feedback from

patients, the incidence of surgical mistakes, problems with interactions of drug prescriptions,

control of infection, the qualifications of health professionals, adequacy of follow-up service

to patients, sufficiency of equipment, efficient use of hospital space, management of patient

records, and cost containment.
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Although members of the audience will surely vary in regard to their interests in the

organization, program, or service being evaluated and their related information requirements,

they are likely to use evaluation reports in one of two main ways: for formative or summative

purposes.

No public service organization, such as a police department, school district, postal service,

or health service, should delete this checkpoint. The organization might clarify, expand, or

otherwise strengthen the checkpoint. But the evaluation system’s effectiveness and credibility

will depend on howwell the organization defines and addresses the evaluation needs of rightful

audiences, both internal and external to the organization.

11. Assess All Organizational Components and Factors That Influence
the Organization’s Success, Especially Policies, the Organization’s
Strategic Plan, Budgets, Programs, Projects, Management, and Technical
Support

Most organizations have a unique hierarchy of staff and work activities. The involved levels

may include projects and programs, task groups (such as information technology teams and

institutional self-study teams); departments and divisions; and the organization as a whole. As

much as possible, the organization should foster and support reasonable amounts of evaluation

at all organizational levels.

Some organizations evaluate their programs and services based mainly or only on results,

such as student test scores, associate sales, or successful patient outcomes. This approach is

too narrow, because it omits study of the organizational processes that contributed to the

outcomes. An organization’s evaluation system should look at every component and factor

that influences organizational success. Among others, these are program goals, plans, and the

planning process; operating programs and projects; finances; materials and equipment; uses of

technology; staff participation in decisionmaking; staff development; stakeholder involvement;

the organizational calendar and work schedule; publicity and communication; leadership and

supervision; internal evaluation; and organizational policies. Evaluations should also involve

looking for a program’s important positive and negative side effects.

An organization clearly does not need to evaluate everything every year. For example, it

might reasonably evaluate its policies every three years.Nevertheless, over time theorganization

should evaluate and strengthen every aspect of the organization that has an impact on the

extent and quality of its services.

12. Assess Programs Against the Full Range of Proper Evaluative Criteria,
Such as Responsiveness to Client Needs, Excellence, Viability, Intended
and Unintended Outcomes, Cost-Effectiveness, Sustainability,
and Transportability

Organizations are advised to take an initially broad view of potentially applicable evaluative

criteria, and then to select those that are most relevant to evaluating a given program or

other evaluand. Example criteria are creativity in addressing problems, responsiveness to

client needs, superiority and feasibility of planned interventions, correct implementation
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of assignments, effective management, efficient use of resources, achievement of goals, cost-

effectiveness of outcomes, freedom fromnegative side effects, sustainability and transportability

of successful interventions, and credibility with constituent groups. In initially planning

evaluations, evaluators should be divergent in considering a wide range of potential evaluative

criteria. Subsequently, they should converge on the criteria that they and the client agree are

most important in carrying out a given evaluation assignment.

13. Deliver Feedback and Formal Reports for Improvement as Well
as Accountability Purposes

The evaluation system should provide for reporting evaluation findings effectively to help

focus, plan, and guide programs, and should also provide for summative evaluations after a

project or program has run its course. As much as possible, reporting of evaluation findings

should be integrated as a naturally occurring part of the organization.

Formative evaluation reporting should be aligned with the information needs of program

managers and staff. Managers and staff might require needs assessment reports to help in

setting programgoals and priorities, critiques of draft proposals, evaluation sections for funding

proposals, briefing sheets assessing a program’s progress, and reports of initial outcomes.

Formative evaluation findings may be presented in a variety of ways—for example, via printed

reports, PowerPoint slides, memorandums, telephone exchanges, in-person exchanges with

decision makers, oral presentations, town hall meetings, and focus groups.

In addition to producing formative evaluation reports, an organization’s evaluation system

shouldprovide its constituentswith summative evaluation reports. Fundingagencies, regulatory

groups, accrediting organizations, taxpayers, and other constituents desire and have a right to

receive formalized information on the organization’s expenditures, the quality of services, and

the extent and significance of programoutcomes.Anorganizationmightmeet its accountability

requirements in several ways. One of the best ways is to provide evidence that the organization

regularly evaluates all aspects of its operations and uses the information to guide improvement.

Summative evaluation reports typically should include a formal full-length report, an executive

summary, and a supporting technical appendix or separate technical report. Summative

findings, like formative findings, may be delivered in a number of ways, using a variety of media.

Organizations should guard against issuing accountability reports that are inflated public

relations devices. To be accountable, an organizationmust issue factual reports that show areas

for development as well as strengths. In the long run, candid, honest reporting of problems as

well as improvement efforts enhances an organization’s credibility and encourages constituents

to financially support or otherwise aid the organization’s improvement process.

14. Continue to Explain and “Sell” the Evaluation System to the
Organization’s Personnel and Other Stakeholders

The organization’s personnel should understand, accept, support, and apply the adopted

evaluation approach if it is to function effectively. The evaluation system should be theoretically

sound, well defined, sufficiently funded, validly instrumented, easy to explain and use, and
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responsive to the organization’s information needs. These attributes will matter little, however,

if the organization’s personnel are neither committed to making it work nor able to do so. It is

essential to make sure that stakeholders understand the evaluation system; to ensure that they

have had meaningful opportunities to help focus and shape it; and to sell them on the system’s

fairness, validity, feasibility, and utility.

Especially, policymakers, administrators, line- and staff-level personnel, clients, and other

stakeholders should be engaged in defining, testing, and refining the evaluation system. The

organization should help staff members, through training and mentoring, to learn about

and make effective use of the evaluation system. The organization should also regularly and

repeatedly use input from these groups to adopt appropriate evaluation policies and periodically

review and improve the evaluation system. Clearly, it behooves the developers of an evaluation

system to involve stakeholders in its creation, make sure their questions about the system

are clearly addressed, engage them in the development process, provide them with needed

financial and other support, and convince them that properly conducting and reporting on

systematic evaluations are in their own and the organization’s best interests. An evaluation’s

needs for financial support relate, for example, to personnel salaries, consultant stipends,

evaluation instruments, office materials and other expenses, information technology hardware

and software, evaluation library materials, and travel.

An organization may employ a number of concrete steps to meet needs associated with

explaining and selling the evaluation system to stakeholders. Examples of such steps are as

follows:

• Employ task groups to involve stakeholders in designing the organization’s evaluation

system and helping shape individual studies.

• Develop and disseminate a brochure on the system. The brochure’s description of

the system should help persons throughout the organization explain the organization’s

evaluation approach to others.

• Conduct public meetings and special meetings with key leadership groups to report

evaluation findings and hear audience reactions.

• Appoint and meet regularly with a standing, representative accountability commission.

The organization’s leaders should consider engaging this commission to help set priorities

for future evaluation studies, define evaluation questions of interest to sponsors and

constituents, and propose criteria for evaluating particular organizational functions. The

organization’s leaders could also engage the commission to critique draft evaluation tools

and reports, facilitate data collection, discuss findings, and help communicate the findings

to the broader audience. FRA’s Office of R&D employs such a commission in the form

of its National Review Board, which comprises leading figures from government and the

railroad industry.

• Identify and involve evaluation clients, including the organization’s administrators and

directors of projects and programs to be evaluated. Evaluators within the organization

should engage these persons to help clarify the most important evaluation questions,
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evaluative criteria, and audiences for reports. Doing so will help evaluators address

questions of importance to audiences. The exchange will also prepare the client and other

participants to understand, accept, and use the evaluation findings.

• Present symposia on the evaluation system at pertinent professionalmeetings as ameans of

obtaining critical feedback from evaluation and other experts. For example, FRA’s Office of

R&D presented such a symposium at the 2013 annual meeting of the American Evaluation

Association.

• Periodically engage a communication expert to help improve the communication-related

aspects of the evaluation system. The organization could ask the expert to assess and

provide direction for strengthening all the communication aspects of evaluation discussed

above.

15. Subject the Evaluation System to Periodic Internal and External
Reviews, and Use the Reviews to Strengthen the System

A thesis of this book is that an organization should regularly evaluate and strengthen every

organizational function that has an impact on the services clients receive. Evaluation is one of

themost important of such functions. The organization should regularly evaluate its evaluation

system and individual studies both to improve them and to demonstrate that evaluations are

both sound and cost effective.

As discussed in Chapter 25, metaevaluations are critically important to the success and

credibility of service organizations. They guard against evaluations that might mislead decision

makers or gloss over serious problems. They are essential for instilling public confidence

in an organization’s evaluation reports. They are also needed to ensure that evaluations in

which an organization invests are sufficiently helpful in improving services to warrant costs.

An organization can meet the metaevaluation requirement by carrying out steps such as

the following:

• Regularly apply professional standards for evaluation and measurement to plan and assess

the organization’s evaluations.

• Encourage staff to conduct internal metaevaluations as a means of achieving quality

assurance, and support them in doing so. Staff should learn from their evaluation

experiences and attest to the soundness of their evaluations.

• Engage an external evaluator to advise staff on evaluation policies and evaluate the

organization’s evaluation plans and draft reports.

• Periodically engage an external metaevaluator to evaluate and provide recommendations

for strengthening the organization’s evaluations.

• Employ metaevaluation results to improve utility, propriety, feasibility, accuracy, and

accountability of evaluations.

The checklist in Exhibit 26.1 and associated explanations throughout the preceding

subsections are intended to define the requirements of a sound organizational evaluation
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system. It is in the best interest of an organization that seeks to succeed in serving clients to

carefully consider, and adapt as needed, each checkpoint. Each one is relevant to defining a

sound vision for an organization’s evaluation system.

Summary

We began this chapter by reminding readers of the book’s nine themes. We then focused

readers’ attention on organizations’ needs in regard to institutionalizing and mainstreaming

systematic evaluation. Two fundamental definitions undergirding the remainder of the chapter

were as follows:

• Institutionalization of evaluation refers to an organization’s commitment to evaluation

and actions to define, install, regularly operate, and use results from a relatively permanent

evaluation system.

• Mainstreaming evaluation means that the evaluation system functions at all levels of the

organization by assessing all facets that are vital to fulfilling the organization’s mission,

and that the organization’s full range of personnel are engaged in the conduct and use of

evaluations.

After referencing early work in the area of institutionalizing andmainstreaming evaluation,

we offered practical advice for organizations to use in installing their own evaluation system.

This advice was presented in fifteen checkpoints, all oriented to helping organizational leaders

and their staff design, fund, staff, and apply an evaluation system that is grounded in standards

of the evaluation field, practical, effective, and valued by the organization’s stakeholders. In

explaining the checkpoints, we shared a current effort to institutionalize and mainstream

evaluation in the Federal Railroad Administration’s Office of Research and Development.

Evaluation is everybody’s business in an organization, and efforts to institutionalize and

mainstream systematic evaluation should entail substantial stakeholder engagement. We hope

administrators and staff in a wide range of organizations will find this chapter useful and

practical for making evaluation a normal, beneficial component of their efforts to plan and

deliver outstanding and respected services.

REVIEWQUESTIONS

1. What are key points in the rationale for institutionalizing and mainstreaming evaluation?

2. What principles should guide the development of an organizational evaluation system?

3. What model did Guba and Stufflebeam employ in their 1970 paper on institutionalizing

evaluation, and how does their choice compare with this chapter’s recommendation in

regard to the use of evaluation approaches?



Trim size: 7in x 9.25inStufflebeam c26.tex V2 - 08/06/2014 9:42am Page 688

688 CHAPTER 26–INSTITUTIONALIZING AND MAINSTREAMING EVALUATION

4. What are the definitions of institutionalizing evaluation and mainstreaming evaluation

presented in this chapter? What distinguishes institutionalization of evaluation from

mainstreaming of evaluation?

5. What are the responsibilities of the evaluation design team and the evaluation review team

in a project to institutionalize and mainstream evaluation?

6. What standards should undergird an organization’s development of an evaluation system,

andwhat is this chapter’s positiononadoptingversus adaptingpublished sets of standards?

7. What are the key staffing needs in a sound organizational evaluation system?

8. What steps would you take to apply this chapter’s checkpoint pertaining to “selling” an

evaluation system?

9. What are rules of thumb to consider in funding an organization’s evaluation system?

Group Exercises

Exercise 1

Suppose your group has been asked to make a presentation to an organization’s administration

and professional staff on the case for institutionalizing and mainstreaming evaluation. List up

to ten key points for inclusion in the presentation.

Exercise 2

Suppose your group has been contacted to conduct a metaevaluation of an organization’s

evaluation system. List the most important questions you would address. List criteria that

should be considered in judging such a system. Summarize the kinds of information your

groupwould collect. Finally, outline in general terms the finalmetaevaluation report your group

would present.

Exercise 3

Suppose your group has been asked to outline a unit on institutionalizing and mainstreaming

evaluation that is to be included in a graduate course on evaluation for administrators.

Assume that the course already has units on formative and summative evaluation, evaluation

models, evaluation standards, evaluation procedures, reporting findings, and metaevaluation.

What would your group recommend as unique topics for the unit on institutionalizing and

mainstreaming evaluation?

Exercise 4

As a group, develop a generic outline for an organization’s evaluation system manual.
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Accreditation A process administered by an accrediting association to examine the quality of

an institution (or section of an institution) or institutional program against externally based,

professional accrediting standards, and to decide on whether to certify that institution based

on the level of quality. Typically the accreditation process includes the subject institution’s self-

study, a subsequent examination by a visiting panel of experts, and the accrediting association’s

eventual decision either to provide some level of accreditation for a given period of years or to

deny accreditation.

Accuracy standards Standards for program evaluations requiring evaluators to ground conclu-

sions on evidence that is sufficient to address the targeted questions, unbiased, valid, reliable,

analyzed correctly, and reported in full; that (desirably) has been subjected to an independent

audit; and about which the evaluator has been properly candid concerning limitations.

Accuracy standards of the U.S. Government Accountability Office Government reporting stan-

dards for performance audits stating that reports should provide evidence that is true, contain

findings that are correctly portrayed, and be credible and reliable in all matters. A report

should clearly indicate limitations of the data and contain no unwarranted conclusions or

recommendations based on those data.

Active-reactive-adaptive process of evaluation Interactive discussion, advice, and general con-

sultation that continues throughout a utilization-focused evaluation between the evaluator and

the intended users. Michael Patton has stated that the utilization-focused evaluator must be

active in purposefully identifying intended evaluation users and working with these users to

formulate questions that will shape a study. The evaluator is reactive in focusing on the thinking

of users and responding to their ideas. As the process unfolds, the evaluator responsively adapts

aspects of the evaluation to accommodate situational dynamics and increased understanding

by both evaluator and users.

Advance organizers Variables or dimensions used in evaluations to determine information

requirements, organize findings, format reports, plan reporting sessions, and so on.

Advocate teams technique A technique for use in input evaluations whereby teams generate

competing proposals for meeting targeted needs, and an independent team evaluates the

alternative proposals against established criteria.

Alpha The magnitude of a Type I error for an HA hypothesis. For example, if the level of

statistical significance has been set at 0.01, then across a large number of replications of the

study, 1 percent of them would be expected to reject HA when it is true.
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Alpha level of significance The upper bound on rejecting a hypothesis when it is true. For

example, if the significance level is set at 0.05, then across a large number of replications of the

study, 5 percent of them would be expected to reject HA when it is true.

Amateur evaluation Evaluation by persons with minimal evaluation expertise but striving to

conduct a credible study.

American Evaluation Association (AEA) An association formed in 1986 with the merging of the

Evaluation Research Society and the Evaluation Network.

American National Standards Institute (ANSI) A U.S. organization recognized to accredit stan-

dards in approximately ten thousand service and product areas, including the standards

for educational evaluations inNorth America released by the Joint Committee on Standards for

Educational Evaluation.

Analysis of information A process of identifying and assessing the constituent elements of each

set of obtained information and their relationships to clarify the information’s dependability

and meaning for answering particular questions.

Antecedents Background information, including any conditions existing prior to an evaluation

that may be relevant to interpreting program outcomes.

Application of findings The use of evaluation findings. Although this step is under clients’

control, evaluators should at least offer to assist in the application of findings.

Apportionment A process of allocating a finite set of resources to alternative evaluands in

consideration of their relative merit and importance.

Assets Accessible expertise and services, usually in the local area, that could be used to help

fulfill a program’s purpose.

Audit documentation A U.S. government fieldwork standard for performance audits stating

that auditors should prepare andmaintain documentation related to planning, conducting, and

reporting on an audit. This documentation should contain sufficient information to enable an

experienced auditor who has had no previous connection with the audit to ascertain and assess

the evidence being advanced to support the auditors’ significant judgments and conclusions.

Before issuing their report, auditors should gather available documentation and ensure it is

sufficient to support the audit’s findings, conclusions, and recommendations.

Audit objectives AU.S. government reporting standard for performance audits stating that the

objectives of an audit should be clear, specific, neutral, measurable, and feasible.

Audit scope A U.S. government reporting standard for performance audits stating that the

depth and coverage of the auditwork should be sufficient to explain the relationship between the

population of items sampled and the sample examined; identify organizations, geographical

locations, and the period covered; and explain and document problems. Auditors also are

expected to report significant constraints on the audit.
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Beta The magnitude of a Type II error for a specified HA (the alternative hypothesis). For

example, if the beta level is set at 0.10, then across a large number of replications of the study,

10 percent of them would be expected to erroneously accept H0 (the null or nil hypothesis) as

true when HA is true.

Bidders’ conference A conference that provides all potential evaluation bidders with an equal

opportunity to receive background information about the needed evaluation and to address

questions to the sponsor’s representatives.

Case study evaluation An in-depth depiction, description, and analysis of a particular program

or other evaluand, either in progress or as it occurred in the past. The case study’s focus is the

case itself.

Case study evaluator responsibilities Obligations including bounding and conceptualizing the

case; selecting a phenomenon, themes, or issues to study; seeking patterns of data to develop

issues for study; triangulating key observations andbases for interpretation; selecting alternative

interpretations to pursue; and developing assertions or generalizations about the case.

Catalytic authenticity An evaluation’s fostering of an event or events in which stakeholders

took appropriate action.

Checklists Lists of items, such as tasks or criteria, to consider when undertaking an evaluation;

some aspect of an evaluation; or, more broadly, some other enterprise.

Clear A U.S. government reporting standard for performance audits requiring reports to be

easy to read and understand and prepared in language that is as simple, straightforward, and

nontechnical as the subject permits.

Collective case study A case study in which evaluators move further away from their particular

case as they study a number of cases together, so that they can inquire into the phenomenon

or population of interest.

Communication specialist A person with excellent communication and technical skills who

ensures that evaluation reports are relevant to the interests of their target audiences and

understood by them.

Competence AU.S. government auditing standard stating that the staff assigned to perform an

audit or attestation engagement collectively should possess adequate professional qualifications

for the tasks required. In more general terms, competence is a guiding principle requiring

evaluators to provide stakeholders with skilled, effective services.

Concise A U.S. government reporting standard for performance audits requiring that reports

not be longer than necessary to convey and support their message.

Congruence analysis Analysis whereby an evaluator employs observations and logical con-

clusions to examine discrepancies between expected and actual findings in the interest of

determining whether what was intended occurred.
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Connoisseurship and criticism An approach to evaluation, arising from methods used to assess

artistic and literary works, that assumes that experts in a given area are able to offer capable

analyses and vivid, penetrating reports that are not attainable from themore commonly applied

evaluation approaches.

Constructivist evaluation An evaluation approach that rejects any aspects of objective truth,

while emphasizing that a program’s truth is constructedby collecting andanalyzingperspectives

of individuals who work within and for the program, plus those who use its services.

Constructivist evaluators employ a subjectivist, relativistic epistemology and specifically reject

the experimental design paradigm.

Consumer-oriented evaluation Anapproachwhereby the evaluator is the enlightened surrogate

consumer, drawing conclusions about the merit and worth of the program being assessed.

The welfare of consumers is the focus of and justification for the evaluation, and evaluative

conclusions are gauged against the consumers’ assessed needs.

Consumer reports Independent assessments of the costs and relativemerit of alternative objects

of a given type that are available to consumers.

Context evaluation Evaluation involving assessment of needs, problems, assets, and opportu-

nities to help decision makers establish defensible goals and priorities and help relevant users

judge goals, priorities, and outcomes.

Context, input, process, and product (CIPP) model for evaluation A comprehensive approach to

conducting formative and summative evaluations whereby evaluators, in conjunction with

stakeholders, seek clear, unambiguous answers to pertinent questions about an enterprise’s

context, inputs, processes, and products. A central theme is to assess the extent to which a

programmatic effort effectively serves targeted beneficiaries and does so within a framework

of defined, appropriate values—and to assist in this process. Operationally, according to the

CIPPmodel, evaluation involves delineating, obtaining, reporting, and applying descriptive and

judgmental information about an object’s merit, worth, significance, cost, safety, feasibility,

and probity to guide decision making, support accountability, disseminate effective practices,

and increase understanding of the involved phenomena.

Convincing A U.S. government reporting standard for performance audits requiring audit

results to be responsive to the audit objectives and presented persuasively, with conclusions

and recommendations following logically from the presented facts.

Cooperative evaluation agreement An arrangement whereby the evaluator and sponsor col-

laborate in conducting an evaluation.

Cost-benefit analysis As applied to program evaluation, a set of largely qualitative procedures

used to discover a program’s cost and determine returns on program investments in terms of

economic objectives attained and broader social benefits perceived.

Cost-plus budget A formal evaluation agreement that includes the funds required to conduct

an evaluation assignment, plus an additional agreed-on charge for the evaluator’s services
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that falls outside the sphere of the contracted evaluation. A cost-plus budget can be built

into a grant, a fixed-price agreement, or a cost-reimbursable agreement. There are three

types: (1) a cost-plus-a-fee budget, whereby the additional funds are used to help sustain the

contracting organization; (2) a cost-plus-a-grant budget, whereby the additional funds are

used to support program functions, funding graduate students, research on evaluation, or an

evaluation conference, for example; and (3) a cost-plus-profit budget, typically employed by

for-profit evaluation organizations to make financial gain from contracted evaluations.

Cost-reimbursable evaluation contract Anagreement that the evaluatorwill account for, report,

and be reimbursed for actual evaluation project expenditures.

Counterfactual What would have happened in the absence of a treatment or program. In

experiments, the counterfactual is typically a control or comparison group.

Critical competitors Well-performing alternatives to an evaluand that might be less expensive

or more effective.

Decision- and accountability-oriented studies Evaluations emphasizing that program assess-

ments should be used proactively to help improve a program as well as retroactively to judge

its value.

Defensible purpose A desired end that has been legitimately defined, and that is consistent

with a guiding philosophy, set of professional standards, institutional mission, mandated

curriculum, national constitution, or public referendum, for example.

Deliberative democratic evaluation A process that emphasizes a democratic, equitable, and

principled approach to program evaluation. An evaluator using this approach stresses the

importance of stakeholder engagement; strives to produce valid, reliable, and defensible

information; and ultimately seeks defensible conclusions about a program’s merit and worth.

Descriptive information The part of a final evaluation report that objectively describes the

program’s goals, plans, operations, and outcomes based on a reasonable array of credible and

relevant sources.

Eclectic evaluation approaches Evaluation approaches in which an evaluator pragmatically

draws from and selectively applies a wide range of methods and concepts to address the

questions of designated stakeholders.

Empowerment evaluation An approach that gives stakeholders authority over the evidence,

implementation, findings, conclusions, and reporting of an evaluation.

Empowerment under the guise of evaluation A practice whereby an external evaluator helps a

client develop evaluation expertise, but allows the client to write, edit, and then release a report

under the external evaluator’s name.

Environmental analysis A process that involves gathering contextual information in the form

of available documents and data concerning such matters as area economics, population

characteristics, relevant projects and services, crime statistics, employment rates, political
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dynamics, cultural and educational offerings, health care facilities, welfare programs, local

governance, the area power structure, environmental safety, transportation services, utility

services, bridges and other infrastructure, and the needs of the target population.

Equity An evaluand’s affirmative and reasonable conformance to principles of justice, freedom,

equal opportunity, and fairness for all involved personnel without imposing bias, favoritism, or

undue hardship on anyone.

Ethical principles of evaluation Codes or standards of probity that govern the behavior of

evaluators.

Evaluability assessment A type of assessment developed as a particular methodology for

determining the feasibility of progressing with an evaluation of a program. Informal, qualitative

data are collected to determine if the program would be served productively by proceeding

with a systematic, quantitative evaluation, such as a comparative, randomized controlled field

experiment.

Evaluand The object of an evaluation, especially a program, project, or organization.

Evaluation The systematicprocess of delineating, obtaining, reporting, andapplyingdescriptive

and judgmental information about some object’s merit, worth, probity, feasibility, safety,

significance, equity, sustainability, and/or transportability. The result of an evaluation process

is usually a tangible product, especially a printed, summative evaluation report.

Evaluation accountability standards Evaluation standards requiring sufficient documentation

of evaluations and that metaevaluations be conducted both internally (for improvement) and

externally (for accountability).

Evaluation agreements Agreements that may be combined into a formal contract (applicable

to external evaluations) or a less formal memorandum of agreement (better suited to internal

evaluations). Agreements of both types should provide a framework of mutual understanding

for proceeding with the evaluation work.

Evaluation approach A broad conceptualization of evaluation methodology and practice,

encompassing multiple evaluation approaches or models.

Evaluation budget A detailed estimate of financial and associated resources required to imple-

ment the full range of proposed evaluation tasks within a given time period. This budget should

convince the sponsor that the study is affordable and feasible, and that it will be performed at

a high level of quality and professionalism.

Evaluation by pretext Evaluation that begins with the preferred conclusions of the evaluation

sponsor and in which data are arranged to support predetermined outcomes.

Evaluation client A person or group that will use the results of an evaluation for some purpose,

such as program selection, program improvement, or accountability to a sponsor. The client

group includes the person who commissioned the evaluation as well as those who will attend

to and use its results.
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Evaluation constraints The practical constraints of many evaluation assignments that preclude

meeting, or make it extremely difficult to fully meet, the standards associated with sound

information collection or analysis.

Evaluation contract A legally enforceable written agreement between the evaluator and client

concerning the evaluation’s specifications, both parties’ responsibilities for conducting the

evaluation, the conditions and schedule for payments, and provisions for renegotiating the

contract as appropriate.

Evaluation contracting A process in which evaluator and client establish a trusting relationship

and formalize their agreements in a written statement that holds each party accountable and

provides instructions for resolving disputes.

Evaluation coordinator A person who manages the work effort, usually of several evaluators or

evaluation projects.

Evaluation design The specific set of procedures used in an evaluation, from which inferences

about the evaluand will be made.

Evaluation designer A person who designs an evaluation, ensuring that it will address relevant

questions, meet information requirements, and yield needed reports. This individual also lays

out plans for staffing, housing, and funding the evaluation.

Evaluation grant A financial award to support a qualified evaluator in conducting a study that

is of interest to the evaluator, contains societal value, lies within the sponsor’s mission, and is

seen as being fundable.

Evaluation ideologies alleged to be seriously flawed According to Michael Scriven, all of the

following ideologies are flawed:

• Managerial ideology. Scriven’s well-managed evaluation requires more than guidance

from a competent administrator, because “self-serving, indulgent” managers and eval-

uators may impose rigid controls that would distort evaluation procedures, outcomes,

and subsequent decision making.

• Positivist ideology. This ideology applies to evaluators who, in their attempts to remove

bias from scientific works, overreact and portray science in general, and evaluation in

particular, as value-free.

• Relativistic ideology. This ideology can be viewed as an overreaction to problems

associated with the positivist ideology. Relativists hold that everything is relative, and

there is no objective truth—a position that may deny the possibility of determining

merit.

• Separatist ideology. This ideology is rooted in the denial or rejection of the proposition

that evaluation is a self-referent activity, perhaps best reflected in the notion that

evaluators should be totally independent of what is evaluated.

Evaluation request for proposal An organization’s or sponsor’s published or direct mail invita-

tion to evaluators to submit a proposal to conduct a particular evaluation.
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Evaluation research A special kind of applied research whose goal, unlike that of basic research,

is not to discover knowledge but to test the application of knowledge.

Evaluation researcher A person who conducts research on evaluation toward the development

and validation of sound evaluation theory. Such research may include testing the reliability,

validity, and applicability of different evaluation methods; studying the costs of evaluations;

studying salient cases where organizations have institutionalized andmainstreamed evaluation

practices; examining practices in light of knowledge and principles from relevant disciplines;

chronicling and examining the evaluation field’s history; comparing evaluation practices

in different cultures; considering work in its historical context; comparing and contrasting

different evaluation degree programs; and examining the field’s guiding assumptions and

hypotheses.

Evaluation respondent Apersonwho, within the scope of an evaluation, fills out forms, answers

test questions, responds to interview questions, submits her or his work products, and/or allows

her or his work to be observed.

Evaluation review panel A representative group from an organization and its environment

whose functions include reviewing evaluation plans, assessing the progress of the study as

it evolves, perusing and commenting on draft interim and final reports, and facilitating the

collection of information and dissemination of findings.

Evaluation sponsor An individual, institution, or organization that initiates an evaluation and

provides financial and other resources to ensure its satisfactory conduct.

Evaluation stakeholders Individuals or groups closely identified with a program and likely to

be affected by changes arising from the evaluation.

Evaluation standard A principle commonly agreed to by experts in the conduct and use of

evaluation, used to measure the value or quality of an evaluation.

Evaluation trainer A person who teaches evaluation to potential evaluators.

Evaluee A person who is an object of an evaluation.

Evidence A U.S. government fieldwork standard for performance audits requiring that suffi-

cient, appropriate evidence be obtained to provide a reasonable basis for auditors’ findings and

conclusions.

Experimental studies Studies designed to determine the effects of a program or other planned

intervention. Evaluators employ random assignment or matching procedures to assign ben-

eficiaries or organizations to experimental or control groups, administer a treatment to the

experimental group, contrast outcomes for the involved groups, and make inferences about

the intervention’s effects.

External impairments A subset of theU.S. government Independence auditing standard requir-

ing audit organizations to identify possible external impairments and ways of addressing them

via internal policies and procedures for reporting and resolving external impairments.
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Feasibility standards Evaluation standards requiring that evaluation procedures be efficient,

politically viable, relatively easy to implement, adequately funded, and cost effective.

Feedback workshop technique A method for systematically conveying draft interim findings

to a program’s leaders and staff (and possibly other designated stakeholders), guiding their

discussion of the findings, obtaining their critical reactions to draft reports and other materials,

supporting their use of findings, and using their feedback to update or strengthen evaluation

plans and materials.

Fieldwork standards for performance audits U.S. government auditing standards pertaining to

planning an audit; supervising staff; obtaining sufficient and relevant evidence; and preparing

audit documentation.

Final synthesis According toMichael Scriven, a process that includes searching for appropriate

decision rules; deriving prima facie criteria admissible in probative judgments; deriving criteria

of goodness inherent in the classical definition of the evaluation object; assessing the needs and

preferences of the client and beneficiaries; obtaining evidence of the object’s status in regard

to the criteria of merit, worth, and significance; weighting the criteria; profiling the results;

deciding whether to try for a final synthesis; and, if warranted, combining the results to reach

an overall conclusion.

Focus group technique A group interview approach developed by the consumer research

field and used by evaluators predominantly to obtain and analyze the views of stakeholders

concerning the merit and worth of a program or to obtain multiple perspectives on a given

evaluation question. The function and expertise of the group moderator are central to the

successful outcomes of the focus group meeting.

Form A U.S. government reporting standard for performance audits stating that auditors

should prepare audit reports that communicate the results of each audit.

Formal evaluation An evaluation that is relevant, rigorous, designed and executed to control

bias, consistent with appropriate professional standards, and otherwise made useful and

defensible.

Formative evaluation Evaluation in which the evaluator assesses and assists with the formula-

tion of program goals and priorities; provides direction for planning by assessing alternative

courses of action anddraft plans; andguidesprogrammanagementby assessing implementation

and providing feedback on plans and interim results.

General theory of program evaluation A conceptual framework that covers a wide range of

program evaluations; denotes their modal characteristics, including logic and processes of

evaluative discourse; and describes in general how program evaluations should be assessed and

justified.

Goal and roles of evaluation A concept expressing that although all evaluations have a unitary,

unchanging goal (to determine value as objectively as possible), their roles may vary widely in

the pursuit and clarification of constructive uses of evaluative data. Two prevalent roles involve
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formative evaluation (to assist in developing and implementing a program) and summative

evaluation (to assess a program’s value once it has been developed).

Goal-free evaluation An evaluation in which the evaluator is kept ignorant of a program’s goals

so that he or she can uncover the full range of program outcomes regardless of what was

intended. The goal-free evaluator searches for what actually is occurring in a program and for

all of the program’s effects, and examines processes and outcomes against consumers’ assessed

needs.

Government auditing standards A set of standards developed by the U.S. Government

Accountability Office to help auditors assess and ensure the validity of reported information

concerning the results of government-funded programs and the soundness of related systems

of internal control.

Grading Judging an evaluand’s merit by assigning it a grade, such as A, B, C, D, or F, or a rating,

such as outstanding, excellent, good, fair, poor, or very poor.

Grounded theory A conceptual framework based on systematic, rigorous documentation and

analysis of actual program evaluations and their particular circumstances.

Guiding principles for evaluators A set of five principles and twenty-five underlying normative

statements adopted by the American Evaluation Association to guide evaluation practice.

Hypothetical principles Research-based principles for conducting program evaluations.

Improvement- and accountability-oriented approaches Approaches focused on determining a

program’s merit and worth. The functions of such approaches are to foster program improve-

ment and accountability, help consumers make wise choices from among optional programs

and services, and certifymeritorious programs and institutions as suitable for use by consumers.

Independence A U.S. auditing standard requiring auditors and audit organizations to remain

free of impairments to independence.

Informal evaluation An evaluation that is prone to being unsystematic, lacking in rigor, and

possibly biased.

Information scope Requires evaluators to, ideally, collect information thathas sufficient breadth

to address the audience’s most important questions while also supporting a judgment of merit

and worth. Typically, evaluators should obtain information on all important variables.

Input evaluation Evaluation in which the evaluator assesses alternative program strategies,

competing action and staffing plans, and associated budgets to determine their differential

feasibility and potential cost-effectiveness in meeting targeted needs and achieving goals.

Institutionalizing evaluation A process whereby an organization defines, installs, regularly

operates, and uses results from an evaluation system that is relatively permanent in the

organization.
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Instrumental case study A case study that provides insight into an issue needing resolution or

a theory or procedure needing refinement.

Integrity/honesty AnAmerican Evaluation Association guiding principle for evaluators stating

that evaluators should display honesty and integrity in their own behavior and attempt to

ensure the honesty and integrity of the entire evaluation process.

Internal evaluation Work within organizations to address evaluation needs. Such work might

involve assessing the organization’s externally funded projects or assessing themerit and worth

of organizational plans or operations.

Intrinsic case study A case study undertaken to give a better understanding of the inner nature

of a particular case, irrespective of its possible extrinsic value.

Intrinsic evaluation Evaluation whereby the evaluator assesses a program’s inner quality,

regardless of its effects on beneficiaries, by examining such aspects as policies, goals, structure,

facilities, equipment, plans, procedures, staff qualifications, and communication.

Judgmental information Evaluative conclusions based on a set of values or standards plus

discussions of a program’s strengths and weaknesses, and possibly including recommendations

for improvement.

Key Evaluation Checklist An evaluation tool developed and continually refined by Michael

Scriven for applying his evaluation approach. The checklist can be adapted for use in particular

evaluations, including metaevaluations. Its rationale is that evaluation is essentially a data

reduction process, whereby large amounts of data are obtained and assessed and then

synthesized in an overall judgment of value or at least a profile keyed to selected checkpoints.

Mainstreaming evaluation A process whereby an organization’s evaluation system comes to

function at all levels of the organization, assessing all facets that are vital to fulfilling the

organization’s mission.

Management information systems Mechanisms used to supply managers with information

needed to conduct and report on their programs. Political control may lead to the provision of

information that aims to give political advantage.

Meta-analysis A form of quantitative synthesis of studies that addresses a common research

question and yields a composite effect size across studies. In the program evaluation

research context, this usually involves synthesis of findings from experiments that contrast

findings from treatment and control conditions.

Metaevaluation Evaluation of an evaluation that helps the original evaluator detect and address

problems; helps ensure the evaluation’s quality; and, ultimately, helps reveal the evaluation’s

strengths and limitations. It is the process of delineating, obtaining, and applyingdescriptive and

judgmental information—about the utility, feasibility, propriety, accuracy, and accountability

of an evaluation and about its systematic nature, competent execution, integrity and honesty,
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respectfulness, and social responsibility—to guide the evaluation and report its strengths and

weaknesses. Metaevaluation is a professional obligation of evaluators. Ideally, it involves both

internal and external assessment of a given evaluation.

Metaevaluator A person who conducts metaevaluations. The role can be extended to involve

assessment of the merit, worth, and probity of all that the evaluation profession is and does:

evaluation services, evaluation tools, uses of evaluations, evaluation publications, evaluation

training, evaluation research, and evaluation societies.

Methodology AU.S. government reporting standard for performance audits requiring auditors

to clearly explain what was done to achieve audit objectives.

Methods-oriented studies Quasi-evaluations keyed to employing a particular method, such as

experimental design, to evaluate a program.

Mixed-method approach An approach to program evaluation that involves employing a range

of quantitative and qualitative methods.

Modular evaluation budgets Budgets that delineate the funding requirements for each part of

a designed evaluation project or for each project year.

Naturalistic inquiry A procedure and process for studying a program as it unfolds, paying close

attention to context, internal dynamics, and stakeholder insights. It imposes no controls on the

development and delivery of the program or the assignment and involvement of participants.

It involves investigatory categories and variables that evolve during the course of the study.

The approach therefore minimizes investigator manipulation of the study setting and places

no constraints on what the outcomes of the research will be. Typically, evaluators conducting

naturalistic studies rely heavily on qualitative methods while also using quantitative techniques

as deemed appropriate.

Need(s) Anything essential for a satisfactorymode of existence. It follows that anythingwithout

that condition would fall below a satisfactory level. Or, those things necessary or useful for

fulfilling a defensible purpose.

Needs assessment A study to determine deficiencies in the well-being or performance of

targeted beneficiaries or in the instrumentalities needed to prevent beneficiaries from suffering

bad consequences. Determinations of such outcome and treatment needs provide a basis for

setting goals and determining criteria for judging a program’s outcomes.

Numerical weight and sum (NWS) A relatively commonmethod for reaching evaluative conclu-

sions, requiring computation of an overall score on an evaluation object by summing across all

criteria the products of each criterion’s weight times the object’s score on the criterion. (This

procedure could erroneously give a passing grade to an object that failed or did poorly on the

most important criteria but scored high on less important or even trivial criteria.)

Objectives-based evaluation A classic example of quasi-evaluation in which the evaluator

determines whether the program’s objectives have been achieved. It is especially applicable in

assessing tightly focused projects that have clear objectives.
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Objective testing Testing that involves standardized procedures, such as the use of multiple-

choice questions, to assess achievements of individual students or groups of students compared

with norms, standards, or previous performance.

Objectivist evaluation Evaluation based on the theory thatmoral good is objective and indepen-

dent of personal or simply human feelings. Fundamentally, objectivist evaluations are intended

to lead to conclusions that are correct—not correct or incorrect relative to an evaluator’s or

other party’s predilections, position, preferences, or point of view.

Objectivity A U.S. government reporting standard for performance audits stating that the

entire report should be balanced in content and tone; shortcomings should be set in an

appropriate context; and evidence should be presented in an unbiased, fair manner so that

users can be persuaded by the facts.

Ontological authenticity An evaluation’s success in helping stakeholders surface and under-

stand their unconscious or unstated beliefs and values concerning a program.

Opportunities Advantageous circumstances, especially including funding programs that could

be used to help fulfill targeted needs.

Organizational impairments A subset of the U.S. government Independence auditing standard

stating that audit organizations need to be free from impairments to independence that might

result from their place within or relationship to the organization that houses the entity to be

audited.

Outcome need A level of achievement or outcome in a particular area required to fulfill a

defensible purpose.

Pandering evaluations Studies that inform a client of what he or she wants to hear (often

evading the truth of a program), toward the goal of winning the client’s favor.

Payoff evaluation Evaluationconcernednotwith the structureor implementationof aprogram,

butwith its effects onbeneficiaries (pertaining, for example, to test scores, employment, physical

fitness, home ownership, or financial gains).

Personal impairments Asubset of theU.S. government Independence auditing standard requir-

ing audit organizations to maintain internal quality control systems to detect whether auditors

have any relationships and beliefs that might cause them to be partial or give the appearance

of partiality.

Personnel evaluation A systematic assessment of a person’s qualifications or performance in

relation to a role and defensible purpose of an institution, profession, program, or other entity.

Personnel evaluation standards A set of standards developed by the Joint Committee on

Standards for Educational Evaluation and approved by the American National Standards

Institute. The individual standards are grouped according to four essential attributes of sound

personnel evaluation: utility, feasibility, propriety, and accuracy.
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Phenomenology A concept pertaining to outwardmanifestations, that is, things perceptible by

the senses, while emphasizing systematic scientific study of relationships between organizations

(and their constituent individuals) and their environment.

Planning A U.S. government fieldwork standard for performance audits that directs auditors

to define an audit’s objectives, scope, and needed methods.

Politically controlled studies Studies in which the client seeks the truth in regard to a program

but may inappropriately control the release of findings.

Posttest-only designs Experimental designs that randomly assign participants to alternative

treatment conditions, followed by posttreatment assessment and interpretation of outcomes

for the different groups. Random assignment of subjects to treatment groups is recommended,

instead of employing matching of subjects, to help ensure equivalence between groups and

support the drawing of defensible causal inferences.

Pragmatic principles Procedural guidelines for conducting evaluations that have been shown

to work well in evaluation practice.

Preordinate evaluation Evaluation that is usually focused narrowly on examining the extent to

which preestablished objectives are achieved.

Pretest-posttest designs Experimental designs in which participants are randomly assigned to

treatment and control groups, and measures are taken before and after the treatment.

Prescriptive theory A conceptual framework proposed by an evaluator—based on reflections

on and critical analyses of a wide range of evaluation experiences—intended to act as a guide

for designing and conducting evaluations.

Probative inference A prima facie conclusion about a program’s value based on close study of

relevant facts and context.

Process evaluation Evaluation in which the evaluator assesses the implementation of program

plans, first to help staff carry out activities and thereafter to help a broader range of users judge

program implementation. Through documentation of processes and reporting on progress

to appropriate program staff members and other interested parties, the evaluator makes a

judgment about the extent to which planned activities are being (or were) carried out on

schedule, as planned, and efficiently.

Product evaluation In the context, input, process, and product (CIPP) model, evaluation in

which the evaluator identifies and assesses outcomes—intended and unintended, short term

and long term—to help staff keep an enterprise focused on achieving agreed-on, important

outcomes and ultimately to help relevant users gauge the success of the effort in meeting

targeted needs. In assessments of consumer products, this term refers to evaluation of such

tangible products as computers, automobiles, and cameras. In product evaluations of the latter

type, it is important to identify and validate criteria of merit; weight them according to their

relative importance; assess the product on each criterion; and, where possible, reach an overall

conclusion.
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Professional evaluation Evaluation undertaken by trained evaluators possessing high-level

technical skills, knowledge of evaluation theory and methodology, and a commitment to

meeting the evaluation field’s standards.

Professional judgment A U.S. government auditing standard requiring auditors to assess

situations or circumstances and draw sound conclusions to serve the public interest effectively,

all the while maintaining utmost integrity, objectivity, and independence.

Program evaluation Systematic collection, analysis, and reporting of descriptive and judg-

mental information about the merit and worth of a program in terms of its goals, design,

processes, and outcomes to address improvement, accountability, and dissemination questions

and increase understanding of the involved phenomena.

Program evaluationmodel An evaluation theorist’s idealized conceptualization, ideally based

on extensive, real-world evaluation experience, for conducting program evaluations.

Program evaluation standards A set of standards developed by the Joint Committee on Stan-

dards for Educational Evaluation and approved by the American National Standards Institute.

The thirty standards are grouped according to five essential attributes of a sound evaluation:

utility, feasibility, propriety, accuracy, and evaluation accountability.

Project profiles Sets of information characterizing projects, including such items as a project’s

mission, constituents, needs, plans, resources, and accomplishments to date.

Propriety standards Evaluation standards requiring that evaluation be conducted legally, ethi-

cally, and with due regard for the welfare of the affected parties, including beneficiaries as well

as service providers.

Pseudoevaluations Studies in which evaluators purposely produce and report invalid assess-

ments or withhold or selectively release findings to right-to-know audiences. In these instances,

evaluators do not adhere to professional standards for evaluation. Six predominant types of

pseudoevaluations are public relations studies, politically controlled studies, pandering eval-

uations, evaluation by pretext, empowerment under the guise of evaluation, and customer

feedback evaluation.

Public relations studies Studies in which the emphasis is placed not on truth seeking, but on

the acquisition and broadcasting of information that provides a favorable, but often spurious,

impression of a program.

Purposive sampling Sampling that allows the evaluator to focus on key informants to obtain

information. In such situations, random sampling would not be applicable. Purposive sampling

may lead to snowball sampling, however, whereby initial interviewees identify others who

could provide relevant information. It is good practice for investigators to apply both purposive

sampling and random sampling, and then to compare the two sets of findings.

Qualitative analysis The process of compiling, analyzing, and interpreting qualitative informa-

tion to answer particular questions about a program.
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Quality Control and Assurance A U.S. government auditing standard stating that each organi-

zation that performs audits or attestation engagements should have an appropriate internal

system in place for maintaining a high degree of excellence, and should undergo periodic

external peer reviews.

Quantitative analysis Analysis involving a wide range of concepts and techniques for using

quantitative information to describe a program and to study and communicate its effects. The

process involves compiling, exploring, validating, organizing, summarizing, analyzing, syn-

thesizing, and interpreting quantitative information. Quantitative analysis techniques include

descriptive, inferential, and nonparametric statistical techniques, among many others.

Quasi-evaluations Legitimate evaluation studies that sometimes are too narrow in regard to the

questions addressed or methods employed to support an assessment or conclusion concerning

a program’s merit and worth.

Quasi-experimental designs Designs employed when an evaluator is interested in exploring

the causal relationships between a program and its outcomes but random assignment is not

feasible. These designs include various safeguards to counter threats to internal validity.

Questions-oriented program evaluation A quasi-evaluation approach whereby the evaluator

addresses specified questions, often employing a wide range of methods.

Random assignment Amethod used in experiments for assigning participants to a treatment or

comparison group. In random assignment, each participant should have the same probability

of being assigned to any given condition (for example, a treatment group or a control group).

Random sampling A type of probability sampling in which each sample of size n from the

population of interest has an equal, known probability of being selected for data collection.

This method maximizes the likelihood that the sample will be representative of the population

and thus permits generalization from the sample to the population. Random sampling allows

the evaluator to set acceptable confidence intervals and draw a sample of sufficient size to

achieve the desired level of precision for the estimate. If the requirements of random sampling

are met (and valid measures are obtained), the evaluator can reach defensible inferences about

certain features of the target population.

Random selection A sampling procedure in which members of a population are randomly

selected to participate in a study. In random selection, all samples of size n taken from a

population of size N have the same probability of selection.

Ranking Placing different institutions, programs, or persons in an ordered list according to

their scores on a criterion of merit.

Realist evaluation A concept of evaluation calling for sustained, long-term study of a particular

social intervention—such as Head Start—to develop explanations of why, how, where, and for

whom the approach works or fails to work.
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Regression discontinuity design A quasi-experimental design whereby subjects who meet a

certain criterion are compared with those who failed to meet that criterion. A difference in the

regression line for the two groups suggests a program effect.

Reliability A condition that is achieved when obtained information is free from internal

contradictions and when repeated information collection episodes yield, as expected, the same

answers.

Report contents A U.S. government reporting standard for performance audits stating that

the audit report should include the objectives, scope, and methodology of the audit; the audit

results, including findings, conclusions, and recommendations, as appropriate; a reference to

compliance with generally accepted government auditing standards; the views of responsible

officials; and, if applicable, the nature of any privileged and confidential information omitted.

Report distribution A U.S. government reporting standard for performance audits stating that

auditors should submit reports to the appropriate officials of the audited entity and the

appropriate officials of the one or more organizations requiring or arranging for the audit.

Report quality element A U.S. government reporting standard for performance audits stating

that audit reports should be timely, complete, accurate, objective, convincing, clear, and as

concise as the subject permits.

Reporting Effectively and accurately communicating an evaluation’s findings in a timely

manner to interested and right-to-know audiences.

Reporting findings A U.S. government reporting standard for performance audits stating that

results should be keyed to the audit objectives and supportedby sufficient, appropriate evidence.

Reporting standards for performance audits U.S. government auditing standards that pertain

to the form of reports, report contents, report quality, and report issuance and distribution.

Respect for people An American Evaluation Association guiding principle for evaluators

requiring evaluators to respect the security, dignity, and self-worth of respondents, program

participants, the client, and other evaluation stakeholders.

Responsibilities for general and public welfare An American Evaluation Association guiding

principle for evaluators requiring evaluators to articulate and take into account the diversity of

general and public interests and values that may be related to an evaluation.

Responsive evaluation Also known as stakeholder-centered evaluation; a relativistic, social

agenda and advocacy approach whereby the evaluator interacts with stakeholders (often

a diverse group) to support and help develop, administer, and improve a program in a

nondirective, counseling manner. An evaluator using this approach employs descriptive and

judgmental information to examine a program’s background, rationale, transactions, standards,

and outcomes. Special features of this approach are searching for side effects, representing the

inputs and judgments of diverse stakeholders, and issuing holistic reports.
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Safety A concern leading to assessments of the risks associated with implementing and

operating a program.

Scoring A process that involves assigning a number to a program or examinee. The number

represents a sum of quality points that usually are assumed to be equal in value and additive.

Self-referent nature of evaluation The idea that as professionals, evaluators must evaluate and

improve their services. This requires regularly evaluating their own work against professional

standards and obtaining independent assessments of their evaluations.

Significance A concept referring to a program’s potential influence, importance, and visibility.

Significance of evaluation The extent towhich the evaluation field is contributing, in important

ways, to society’s welfare.

Single-object reports Reports that focus on a single program or other object. Typically, final

reports of this kind are keyed to informing a broad audience about a program’s background,

structure, implementation, cost, main effects, and side effects.

Social agenda and advocacy approaches to evaluation Approaches in which evaluators direct

their efforts toward increasing social justice through program evaluation, seeking to ensure

that all segments of society have equal access to sound educational and social opportunities

and services.

Social system An interrelated set of activities that ideally function together to fulfill a mission

and achieve defined goals within a certain context.

Stakeholder-centered evaluation See responsive evaluation.

Stakeholders Those who are the intended users of an evaluation’s findings, others who may

be affected by the evaluation, and those expected to contribute to the evaluation. These

persons are appropriately engaged in helping affirm foundational values, define evaluation

questions, clarify evaluative criteria, contribute needed information, interpret findings, and

assess evaluation reports.

Standards-based evaluation Evaluation that is grounded in and guided by professionally

endorsed principles of sound evaluation.

Statistical hypothesis Typically, a statement about a population that one seeks to affirm or

reject based on data from a sample of the population.

Statistical test An application of statistical procedures for deciding whether to accept or reject

a hypothesis.

Statutory protections concerning auditing U.S. government–defined safeguards that protect

against abolishment of the audit organization by an audited entity; require transparency of

reasons for removing the head of the audit organization; prevent the audited entity from

interfering in the audit; require the audit organization to report to a governing body that is

independent from the audited entity; give the audit organization sole authority over staffing
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the audit work; and guarantee the audit organization access to records and documents needed

to complete an audit.

Structured observations Information gained when investigators systematically focus on and

record observations of specific behaviors or characteristics of program personnel.

Success CaseMethod Aquasi-evaluation approach based on emphasizing illuminated instances

of program success, which are contrasted with the program’s failing or failed elements.

Summative evaluation Evaluation that helps consumers decide whether a product or

service—refined through development and formative evaluation—is a better buy than

other alternatives. In general terms, summative evaluation typically occurs following the

development of a product, completion of a program, or end of a service cycle. The evaluator

draws together and supplements previous information and provides an overall judgment of

the evaluand’s value.

Supervision A U.S. government fieldwork standard for performance audits stating that audit

staff are to be properly supervised.

Synthesis of information Aprocess in which one ormoremethods are used to combine analysis

findings across information collection procedures and devices to discern their validity and

aggregate meaning for answering an audience’s questions and judging the subject program’s

value.

Systematic evaluation Standards-based evaluation that is conducted with great care, with

the evaluator not only (1) collecting information of high quality but also (2) clarifying and

providing a defensible rationale for the value perspective used to interpret the findings and

reach judgments as well as (3) communicating evaluation findings accurately to the client

and other audiences.

Systematic information control An information management process to ensure that an evalua-

tion’s information is regularly and carefully checked, made as error-free as possible, and kept

secure.

Systematic inquiry An American Evaluation Association guiding principle stating that evalua-

tors should conduct systematic, data-based inquiries.

Tactical authenticity A study’s success in advocating for all stakeholders, especially those with

little power.

Technical specialist A person with technical expertise whose work supports the evaluation

effort. This individual could be a test development specialist, sampling specialist, computer spe-

cialist, statistician, case study specialist, or technical writer. More than one technical specialist

could be involved in a given evaluation.

Telephone interviews Interviews typically conducted by multiple interviewers within a phone

bank who code responses as they are received. The interview protocol needs to be scripted so

that all interviewers will obtain comparable data that can be aggregated and analyzed.
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Theory-based evaluation Evaluation that begins with a well-developed and validated theory of

how a defined program operates to produce outcomes or with an approximation of such a

theory at an initial stage of a particular program evaluation.

Theory of evaluation A coherent set of conceptual, hypothetical, pragmatic, and ethical prin-

ciples that form a general framework to guide the study and practice of evaluation.

Transdiscipline A discipline comprising a core field as well as a number of independent applied

fields. Its principal mission is developing procedures and tools for use by a wide range of

applied fields and disciplines. Statistics, measurement, logic, and evaluation are some of the

more important examples.

Transdiscipline of evaluation A conceptualization of the evaluation field as encompassing

evaluations of various entities across all applied areas and disciplines. The transdiscipline

of evaluation comprises a common logic, theory, and methodology that transcend specific

evaluation domains but that also have unique characteristics.

Transformative evaluation An evaluation approach that emphasizes social justice by giving

precedence to the voices of the least advantaged groups in society.

Traveling observer technique A procedure developed by the Evaluation Center at Western

Michigan University that directly addresses process evaluation data requirements while also

yielding information that is useful in context, input, andproduct evaluations.Apreprogrammed

investigator, working on-site, investigates and characterizes how staff members are carrying

out a project. Subsequently, this observer reports findings to other evaluation team members

and assists them in planning follow-up site visits.

Treatment need A certain service, technique, tool, service provider, or other helping agent

required to meet an outcome need.

Triangulation A process of reaching conclusions about the consistency of outcomes from

varying sources and methods used for measuring a particular construct.

Type I error The probability of rejecting a given hypothesis (for example, the hypothesis that the

difference between assessed outcomes of alternative treatments is zero) when the hypothesis

is in fact true.

Type II error The probability of not rejecting anH0 or null hypothesis when a given alternative

hypothesis is true.

Unstructured observations Information obtained from loosely controlled, unobtrusive surveil-

lance of program operations designed to help focus and structure later, more systematic

observations.

Utility standards A set of evaluation standards stating that an evaluation should serve the

information needs of its intended users.

Utilization-focused evaluation A form of eclectic evaluation developed by Michael Patton that

is geared toward ensuring that evaluations have an impact. The utilization-focused evaluator
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guides the evaluation process in collaboration with an identified group of priority users, placing

focus squarely on their intended uses of the evaluation.

Validation The process of compiling evidence that supports the interpretations concerning

and uses of data and information that were collected using one or more instruments and

procedures. Validity resides not in any instrument or procedure, but in its use in generating

inferences and conclusions in a particular study.

Value A defensible guiding principle or ideal that should be used to determine an evaluand’s

standing. A value might be one out of a number of ideals held by a society, group, or individual.

As the root term in evaluation, value is central to determining the criteria for use in judging

programs or other entities.

Value-added assessment A form of outcome evaluation depending on systematic assessment

coupled with hierarchical gain score analysis to assess the effects of programs and policies.

Emphasis is often on annual testing of students at various grade levels to assess trends and

partial out the effects of different components of an education system (for example, individual

schools and groups of schools).

Worth A program’s combination of excellence, service, and cost-effectiveness in an area of

clear need, within a specified context.
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